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Introduction

There are two strands of integral geometry. One involves the study of measures
on a set invariant under a group of transformations. This is exemplified by
the Crofton formula expressing the length of a rectifiable plane curve γ as an
integral on the set of lines intersecting γ, or Buffon’s needle problem about the
probability that a line segment of given length placed randomly on the plane
would intersect a horizontal line of the form y � 0,�1, . . ..

The other strand, which is the object of the present set of notes, involves ques-
tions pertaining to integral transforms of functions or differential forms on man-
ifolds X which are usually acted upon by a Lie group G. These functions are
integrated over a collection of orbits of compatible closed subgroups of G. We
wish to determine whether it is possible to recover a function f from its integrals
over these orbits – that is to say, whether this integral transform is injective.
We would also wish, if possible, to recover f by means of an inversion formula.
There are other important questions we can ask about these integral transforms.
For example, if the integrals of f vanish over all orbits not intersecting a given
closed set B in X , is f supported in B? Likewise, are there ways by which we
can characterize the integrals of various types of functions on X?

This strand of integral geometry goes back to the work of P. Funk [4] in 1916,
who showed that a continuous even function on the two-sphere can be recovered
from its integrals over great circles, as well as that of J. Radon in 1917, who
obtained an explicit formula recovering a compactly supported C8 function on
R3 from its plane integrals.

The study of Funk’s transform depends crucially on the fact that it is invariant
under rotations on S2, and likewise, Radon’s transform (now called the classical
Radon transform) depends on its being invariant under the group Mp3q of rigid
motions on R3. It is therefore natural to ask whether we can develop a group-
theoretic framework covering both types of transforms above, and what possible
conclusions we can extract from this framework. This framework was first in-
troduced by S. Helgason in 1964 using the terminology homogeneous spaces in
duality ([15]). It was then generalized and extended by others in non-group-
theoretic settings under the setting of double fibrations. (See, for example [6] or
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[14]).

In these notes, we’ll see, through several examples, the power and beauty of
Helgason’s group-theoretic framework. The framework is too general to allow
us to offer explicit formulas, but it does allow us to formulate our questions in
such a way as to make efficient and fruitful study possible.

These are the notes accompanying the series of seven lectures the author gave at
Kyushu University in December 2009 and January 2010. They are appropriate
for any advanced undergraduate or beginning graduate student who is interested
in the interaction of geometry, Lie group theory, and analysis. Because of the
need for brevity, we will assume that the reader has some familiarity with real
and functional analysis as well as some Lie group theory. In the last section,
we will also assume some knowledge of highest weight representations. In any
event, I will try to state the important extraneous results we will need, as well
as provide the appropriate references.

For a more comprehensive (and assuredly better) treatment of the subject,
I would highly recommend Helgason’s upcoming book Integral Geometry and
Radon Transforms [20] or its previous incarnation The Radon Transform [18].

I would like to thank Professor Hiroyuki Ochiai and several Kyushu University
students, especially Tomoya Nakagawa, for their valuable feedback. Most of all
I would like to express my deep gratitude to Professor Takaaki Nomura and the
Department of Mathematics of Kyushu University for their kind hospitality and
their generous support in allowing me the opportunity to present the material
in these notes. I sincerely hope that they will prove useful to the interested
student.
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Chapter 1

Homogeneous Spaces in

Duality

1.1 Double Fibrations and Integral Transforms

Let X and Ξ be coset spaces of a group G, with X � G{K and Ξ � G{H
for subgroups K and H , respectively. Suppose that x � gK and ξ � γH are
elements of X and Ξ, respectively. We say that x and ξ are incident if they
intersect as cosets in G. If we put L � K XH , then the incidence relation can
be expressed in terms of the double fibration

G{L
p

yyttttttttt
π

$$
JJJJJJJJJ

X � G{K Ξ � G{H (1.1)

where p and π are the natural projection maps.

Again assuming that x � gK, let qx � tξ P Ξ |x and ξ are incidentu. Then it is
easy to see that qx � πpp�1pxqq � tgkH | k P Ku. Likewise, with ξ � γH , the

set pξ � tx P X | x and ξ are incidentu equals ppπ�1pξqq � tγhK |h P Hu.
It is also easy to see that the map gL ÞÑ pgK, gHq is a bijection of the set G{L
onto the set tpx, ξq P X �Ξ |x and ξ are incidentu. Thus the incidence relation,
which is given by the latter subset of X � Ξ, may be identified with the coset
space G{L.

The incidence relation is clearly invariant under the left action ofG: x is incident
to ξ if and only if g �x is incident to g �ξ, so that pg �xq_ � g �qx and pγ �ξq^ � γ �pξ.
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For convenience we let o � tKu and ξ0 � tHu be the identity cosets in X and

Ξ, respectively. Then each qx and each pξ is an orbit of a conjugate of K and H ,
respectively: pg � oq_ � gK � ξ0 � pgKg�1q � pg � ξ0q � gKg�1{gLg�1

and pγ � ξ0q^ � γH � o � pγHγ�1q � pγ � oq � γHγ�1{γLγ�1 (1.2)

Lemma 1.1.1. Let HK � th P H |hK Y h�1K � KHu. Then the map x ÞÑ qx
is injective if and only if HK � H XK.

Proof. Assume that HK � K X H . We show that x ÞÑ qx is injective. Let
x1 � g1 � o and x2 � g2 � o be elements of X such that qx1 � qx2. Letting
g � g�1

1 g2, we have g � qo � qo, so that tgkH | k P Ku � tkH | k P Ku. Thus
gH � k0H for some k0 P K, so that g � k0h0, and we obtain h0 � qo � qo; that
is to say, th0kH | k P Ku � tkH | k P Ku. This implies that h0K � KH . Since
we also have g�1 � qo � qo, we obtain h�1

0 K � KH . Thus h0 P HK � K, and so
g P K, and thus x1 � x2.

Conversely, suppose that x ÞÑ qx is injective. Let h P HK . Then ph � oq_ �thkH | k P Ku � qo, since hK � KH . Likewise h�1 � qo � ph�1 � oq_ � qo, so thatph � oq_ � qo. By the injectivity, we obtain h � o � o, so that h P K.

Exercise 1.1.2. (a) Show that G � KHK if and only if for every pair of
points x1, x2 P X , there exists a ξ P Ξ such that x1 and x2 are incident to
ξ.

(b) Show that KH XHK � K YH if and only if any pair of points in X are
incident to at most one ξ P Ξ. (Or, equivalently, if and only if any pair of
points in Ξ are incident to at most one x P X .)

Let us now suppose that G is a Hausdorff topological group and that K and
H are closed subgroups. We equip K and H with the relative topology, and X
and Ξ with their respective quotient topologies. Let p : GÑ X be the quotient
map. Since p�1ppξ0q � HK, we see that pξ0 (and therefore every pξ) is closed in
X if and only if HK is a closed subset of G. Thus we will assume that HK is
closed. (This is automatic if H or K is compact.) Of course this will also imply
that each qx is a closed subset of Ξ.

In order to define the integral transforms associated with the double fibration
above, let us now assume that G is a locally compact group, so that K, H , and
L likewise are, and that G, K, H, and L are all unimodular. We let dg, dk, dh,
and dl denote their respective Haar measures. If any of these groups is compact,
we assume that its Haar measure is normalized.
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For any F P CcpGq, let Fp be the function on X defined by

FppgKq � »
K

F pgkq dk (1.3)

Then Fp is well-defined since the support of F intersects each coset gK in a
compact set. From the Dominated Convergence Theorem, it is clear that Fp is
continuous, with support in ppsupppF qq. Thus Fp P CcpXq. In fact, the map
F ÞÑ Fp maps CcpGq onto CcpXq. (See Lemma 1.10, Chapter 1 of [17].)

The coset space X � G{K has a unique natural left G-invariant measure dm
such that »

G

F pgq dg � »
X

Fppxq dmpxq (1.4)

for all F P CcpGq. When convenient, we will also denote the measure dm by
dgK , so that equation (1.4) reads»

G

F pgq dg � »
G{K �»

K

F pgkq dk
 dgK

Likewise we have unique left invariant measures dµ � dgH , dgL, dhL, and dkL

on Ξ � G{H , G{L, H{L, and K{L, respectively. We note that the following
integral version of the “chain rule” holds:»

G{L ϕpgLq dgL � »
G{H �»

H{L ϕpghLq dhL

�
dgH (1.5)

for all ϕ P CcpG{Lq.
Since the orbit pξ0 � H � o may be identified with the homogeneous space H{L,

the measure dhL gives rise to an H-invariant measure mξ0
on pξ0. Similarly, by

(1.2), if ξ � γH P Ξ, then pξ is an orbit of Hγ � γHγ�1, the isotropy subgroup

of ξ in G. Thus pξ has a measure µξ invariant under Hγ .

Since H is unimodular, the Haar measure on H can be made compatible with
the Haar measure on Hγ in the sense that»

Hγ

fphγq dhγ � »
H

fpγhγ�1q dh,
for all f P CcpHγq, with the right hand side independent of the choice of γ in
the coset γH . We can likewise make the Haar measure on L compatible with
those of its conjugates Lγ .

In this manner, the measures mξ are left-invariant under G in that

mξpAq � mg�ξpg �Aq (1.6)
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for all Borel sets A in pξ.
For each x � gK P X , we likewise have a measure µx on qx � Ξ invariant
under the subgroup Kg of G fixing x. If we make the Haar measures on the Kg

compatible, then the measures µx are compatible under left multiplication by
G.

Suppose now that f P CcpXq. We define its Radon transform to be the function
Rf on Ξ given by

Rfpξq � »pξ fpxq dmξpxq (1.7)

for any ξ P Ξ. Group-theoretically, if ξ � γH , we have

RfpγHq � »
H{L fpγhKq dhL (1.8)

Note that the right hand side above is independent of the choice of γ P G such
that ξ � γH . By taking local cross sections from Ξ to G, it is immediate from
the Dominated Convergence Theorem that Rf P CpΞq.
If ϕ P CcpΞq, its dual transform is the function on X given by

R�ϕpxq � »qx ϕpξq dµxpξq (1.9)

Its group-theoretic expression is given by

R�ϕpgKq � »
K

ϕpgkHq dkL (1.10)

Note that if K is compact, R�ϕ may be defined for ϕ P CpΞq.
Note that both R and R� are linear maps.

Lemma 1.1.3. The Radon transform R and its dual R� are formal adjoints in
the sense that »

Ξ

Rfpξqϕpξq dµpξq � »
X

fpxqR�ϕpxq dmpxq (1.11)

for all f P CcpXq and ϕ P CcpΞq.
Proof. Apply the integral chain rule and the Fubini theorem to the function
gL ÞÑ pf � pqpgLq pϕ � πqpgLq on G{L.

Practically all group-invariant integral transforms fit into the double fibration
framework given above. While the framework is too general to offer any specific
conclusions, we can nonetheless consider the following general problems.
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1. Injectivity: Is R injective; that is, is it possible to recover a function
f P CcpXq (or some other class of functions, such as LppXq) from its
Radon transforms Rfpξq? If f is not injective, can one describe the kernel
of R?

2. Support: Let B be a closed subset of X . If Rfpξq � 0 for all ξ such thatpξ XB � H, does f have support in B? (Note that if B � H, this reduces
to the injectivity question above.)

3. Inversion: If R is injective, is there a formula or procedure by which f

can be recovered from Rf? In particular, what is the relation between
any function f P CcpXq and R�Rf (if the latter exists)?

4. Range characterization: Describe the range, under R of certain spaces of
functions in X , such as C8

c pXq, or LppXq.
1.2 Continuity Properties of the Radon and Dual

Transforms

In this section we examine the continuity properties of the Radon and dual
transforms associated with homogeneous spaces in duality. In order to do so,
we will need to consider some pertinent facts about topological vector spaces
and their duals. These facts may be found in any standard text on topological
vector spaces, such as or Rudin’s book [38] or Treves’ book [43].

Let V be a topological vector space, and let V 1 be its dual space, the vector
space of continuous linear functionals on V . Since we are mainly concerned
with function spaces of smooth complex-valued functions on manifolds, we will
assume that V and V 1 are complex. The strong topology on V 1 is the locally
convex topology defined by the seminorms}λ}B :� sup

vPB

|λpvq| pλ P V 1q
for all bounded sets B in V . Thus a sequence tλmu in V 1 converges to λ in the
strong topology if and only if tλmu converges uniformly to λ on every bounded
subset B of V .

The weak topology on V 1 is the locally convex topology defined by the seminorms
λ ÞÑ |λpvq|, for each v in V . Thus the sequence tλmu converges weakly to λ if
and only if the sequence of scalars tλmpvqu converges to λpvq for each v in V .

It is not difficult to show that if V 1 is endowed with the weak topology, then
the evaluation map

v ÞÑ pλ ÞÑ λpvqq (1.12)
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is a linear bijection from V onto the double dual pV 1q1. The weak topology onpV 1q1 gives rise to the weak topology on V .

V is said to be semireflexive if the map (1.12) is a bijection of V onto the dual
space of V 1 when V 1 is equipped with the strong topology.

Let T : V Ñ W be a continuous linear map of topological vector spaces. The
dual map T � : W 1 Ñ V 1 is given by T �pλq � λ � T for all λ P W 1. It is easy to
see that T � is continuous in the strong dual topologies as well as in the weak
dual topologies.

A Frechét space is a locally convex metrizable topological vector space which is
complete in its metric. This metric may be chosen to be translation-invariant.

The following result will be needed in Theorem 1.2.5 below, which will be im-
portant later in characterizing the range of the dual transform.

Theorem 1.2.1. 1. ([43], Proposition 35.2) Let V be a locally convex topo-
logical vector space. If C is any convex set, then the weak closure and the
strong closure of C coincide.

2. ([43], Theorem 37.2) Let T : V Ñ W be a continuous map of Frechet
spaces. Then T is onto if and only if the following conditions are satisfied:

(a) The dual map T � : W 1 Ñ V 1 is one-to-one.

(b) The image T �pW 1q is weakly closed in V 1.
The first assertion above is in fact an easy consequence of the Hahn-Banach
theorem.

From now on it will be convenient to assume that G is a Lie group, so that
X and Ξ are manifolds, and the orbits pξ and qx closed submanifolds. Let EpXq
denote the vector space of C8 functions onX . We equip EpXq with the topology
of uniform convergence of all derivatives on compact sets. More precisely, for
each linear differential operator D on X with C8 coefficients and each compact
subset C � X , let us put }f}D,C � sup

xPC

|Dfpxq| (1.13)

for each f P EpXq. The seminorms } }D,C give rise to a locally convex topology
on EpXq. In particular, a basis of neighborhoods of 0 consists of the sets

UpD,C, ǫq � tf P EpXq | }f}D,C   ǫu (1.14)

for all D and C. Since X is second countable, the topology on EpXq is generated
by countably many seminorms of the form (1.13), and EpXq is in fact a Frechet
space.

Next let DpXq be the subspace of EpXq consisting of all functions with compact
support. We provide DpXq with the inductive limit topology as follows. For
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each compact set C � X , let DCpXq be the subspace consisting of all functions
in EpXq supported in C. Then DCpXq is a closed subspace of EpXq, and hence
is a Frechet space with the relative topology. The inductive limit topology on
DpXq is the strongest locally convex topology for which the inclusion maps
DCpXq ãÑ DpXq are continuous.

For details on the topologies of D and E , we again refer the reader to Rudin’s
book [38], where X is replaced by an open subset of Rn, but where the main
topological results carry over.

Proposition 1.2.2. The Radon transform f ÞÑ Rf is a continuous linear map
from DpXq to EpΞq.
Proof. For each g P G, we have

Rfpg � ξ0q � »pξ0

fpg � xq dmξ0
pxq

Choose a local cross section of a coordinate neighborhood U of g � ξ0 into a
slice of a coordinate system containing g in G, and let y1, . . . , yn be the local
coordinates on this slice. Then we can write the above as

Rfpy1, . . . , ynq � »pξ0

fppy1, . . . , ynq � xq dmξ0
pxq

Since the function x ÞÑ fppy1, . . . , ynq � xq is compactly supported on ξ0, the
integral above is well-defined and is C8 in py1, . . . , ynq. The continuity of the
map f ÞÑ Rf then follows by expressingD in (1.14) in the coordinates y1, . . . , yn

and differentiating under the integral sign.

The same proof, of course, shows that the dual transform ϕ ÞÑ R�ϕ is a con-
tinuous map from DpΞq to EpXq.
The duality (1.11) then allows us to define the Radon transform of a compactly
supported distribution. If T P E 1pXq, then RT is the distribution on Ξ defined
by

RT pϕq � T pR�ϕq (1.15)

for all ϕ P DpΞq. If we equip E 1pXq and D1pΞq with the strong dual topologies,
then the above shows that the map T ÞÑ RT is a continuous map from E 1pXq
to D1pΞq.
Now suppose that K is compact. Then the coset map p : GÑ G{K is proper.
By (1.10) this means that for all ϕ P EpΞq, the dual transform R�ϕ is well-
defined. Moreover in this case R is now a map from DpXq to DpΞq. For if
f P DpXq is supported on a compact set C � X , then Rf will have support inqC � tξ P Ξ | ξ P qx for some x P Cu � πpp�1pCqq, a compact set in Ξ.

The following result is thus an immediate consequence of Proposition 1.2.2.
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Proposition 1.2.3. If K is compact, then the Radon transform f ÞÑ Rf is a
continuous map from DpXq to DpΞq.
As a corollary, from the duality, it follows that R� : D1pΞq Ñ D1pXq is continu-
ous.

Proposition 1.2.4. If K is compact, the dual transform ϕ ÞÑ R�ϕ is a con-
tinuous map from EpΞq to EpXq.
Proof. Let C be any compact set in X . Then as was shown above, the set qC is
a compact subset of Ξ. Now if ϕ P EpΞq, the restriction pR�ϕq|C is determined

completely by the values of ϕ on the set qC. Let U be any neighborhood of C in
X with compact closure. Since the projection π : G{LÑ Ξ is an open map, the

set qU � πpp�1pUqq is an open subset of Ξ with compact closure. Fix a function

ψ P DpΞq such that ψ � 1 on qU . If ϕn is a sequence in EpΞq converging to 0,
then ψ ϕn is a sequence in DpΞq which converges to 0. Hence by Proposition
1.2.2 for R�, the sequence R�pψ ϕnq converges to 0 in EpXq. Let D be any
differential operator on X . Then DpR�pψ ϕnqq Ñ 0 uniformly on U . But by
our remark above, DpR�pψ ϕnqq � DpR�pϕnqq on C. Hence }R�ϕn}D,C Ñ 0.
This shows that R�ϕn converges to 0 in EpXq, and proves the proposition.

Again, by duality, we conclude that the Radon transform R : E 1pXq Ñ E 1pΞq is
continuous.

The following theorem, due to Helgason ([19], Chapter 1, Theorem 3.7) provides
an important general characterization of the range of the dual transform R�.
Theorem 1.2.5. Assume that K is compact. Suppose that the range RE 1pXq
is closed in E 1pΞq. Then R�EpΞq � NK, where

N � tT P E 1pXq |RT � 0u (1.16)

and

NK � tf P EpXq |T pfq � 0 for all T P N u (1.17)

Proof. Note that NK is a closed subspace of a Frechét space, and hence is
a Frechét space. Moreover, by the hypothesis and Theorem 1.2.1, the range
RE 1pXq is weakly closed in E 1pΞq.
The duality (1.15) shows that R�EpΞq � NK. We put T � R�, so that the dual
T � maps pNKq1 to E 1pξq. Now by the Hahn-Banach theorem, any α P pNKq1
extends to a continuous linear functional on EpXq. Any two such extensions
agree on NK, so differ by an element of pNKqK. By the Hahn-Banach theorem,
the latter set equals the weak closure of N , which by Theorem 1.2.1, Part 1
coincides with the closure of N . Since N is closed, we obtain pNKqK � N .
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Hence the dual map T � corresponds to a map of E 1pXq{N to E 1pΞq. By (1.15)
we see that T �pα�N q � Rα, for all α P E 1pXq. Now T � : pNKq1 � E 1pXq{N Ñ
E 1pΞq is injective, and its range T �pE 1pXqq � RpE 1pXqq is weakly closed in E 1pΞq.
Thus by Theorem 1.2.1, the map T � R� : EpΞq Ñ NK is onto.

1.3 Invariant Differential Operators

Since the Radon transform R is an integral operator, we can try to ask whether
it can be inverted by a differential operator. Now both R and R� are invariant
under left translations by elements of G, so it also makes sense to ask whether
R can be inverted by a differential operator (or even by a pseudodifferential
operator) which is invariant under these left translations.

With this in mind, let us introduce some notation. If τ is a diffeomorphism of
a manifold M onto a manifold N and f is any function on M , the push-forward
of f with respect to τ is f τ � f � τ�1. Then of course f is C8 if and only if f τ

is. Note that pf τ qσ � fστ if σ is a diffeomeorphism from N to a manifold P .

If D is a differential operator on M , its push-forward with respect to τ is the

differential operator Dτ on N given by Dτ pϕq � �
Dpϕτ�1q	τ

. Again we havepDτ qσ � Dστ . Moreover, if D and E are differential operators on M , it is easy
to see that pDEqτ � DτEτ . If τ is a diffeomorphism of M onto itself, we say
that the differential operator D is invariant under τ if Dτ � D.

Suppose that a Lie group G acts smoothly on a manifold M on the left. If g P G,
we let τpgq denote the diffeomorphism m ÞÑ g � m. We say that a differential
operator D on M is left G-invariant (or just G-invariant) if Dτpgq � D for all
g P G. Note that the vector space DpMq of G-invariant differential operators on
M is in fact a subalgebra of the (associative) algebra of all differential operators
on M under compositions.

It will be useful for us later on to try to characterize the algebra DpMq for
various G and M .

If G � M , with the left action by G given by left multiplication, then DpGq
can be identified with the complexified universal enveloping algebra Upgq b C,
where g is the Lie algebra of G. The universal enveloping algebra Upgq is usually
constructed in the following completely algebraic fashion. (For details, see, for
example, Chapter III of Knapp’s book [26].)

Let T pgq denote the (associative) tensor algebra of the vector space g: T pgq �°8
k�0bkg. By definition, Upgq is the quotient algebra of T pgq by the two-sided

ideal I of T pgq generated by the elements X b Y � Y b X � rX,Y s, for all
X, Y P g.
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Then Upgq is an associative algebra, and its multiplication satisfies

XY � Y X � rX,Y s pX, Y P gq (1.18)

where we have identified elements of g with their images in Upgq. This identi-
fication makes sense since it turns out that the quotient map from T pgq onto
Upgq is injective on g. Now the theorem below provides a precise basis of Upgq.
Theorem 1.3.1. (The Poincare-Birkhoff-Witt Theorem.) Let X1, . . . , Xn be
an (ordered) basis of g. Then Upgq has basis given by the monomials

XI � X i1
1 � � �X in

n

for all multiindices I � pi1, . . . , inq.
For a proof, see Chapter 17 of Humphreys’ book [22] or Chapter III of Knapp’s
book [26].

From (1.18), the multiplication in Upgq is almost commutative, in the sense that
DE � ED � (lower order terms) for any D and E in Upgq.
Moreover, the construction of Upgq shows that it satisfies the following universal
mapping property. If A is any associative algebra, then A can be given a Lie
bracket by setting ra, bs � ab � ba for all a, b P A. Now suppose that Φ is
a Lie algebra homomorphism from g into A. Then Φ extends uniquely to a
homomorphism from the associative algebra Upgq to the associative algebra A.

By definition, the Lie algebra g of G is the tangent space of G at the identity e.
If X P g, then the left invariant vector field rX coinciding with X at e is given
by rXfpgq � d

dt
fpg expptXqq����

t�0

pf P C8pGqq
Note that by the definition of the Lie bracket on g, rX,Y s� � r rX, rY s � rX rY �rY rX for all X and Y in g. By the universal mapping property of Upgq, the map

X ÞÑ rX extends to a homomorphism D ÞÑ rD of Upgq into the algebra DpGq of
all left invariant differential operators on G. Explicitly, if Y1, . . . , Ym P g, thenpY1 � � �Ymq�fpgq � rY1 � � � rYmfpgq � BkBt1 � � � Btk fpg exppt1Y1q � � � expptkYkqq����ptj�0q
for all f P C8pGq.
Theorem 1.3.2. The map D ÞÑ rD is an isomorphism of Upgq onto DpGq.
Proof. Fix a basis X1, . . . , Xn of g, and consider the map ψ : pt1, . . . , tnq ÞÑ
exppt1X1q � � � expptnXnq from Rn into G. If ψ� is the differential of ψ at the
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origin 0, then ψ�pB{Bxjq � Xj , so ψ is a diffeomorphism near 0 and thus ψ�1

is a coordinate system on a neighborhood of the identity element e of G.

Suppose that E P DpGq. Then, using the local coordinates above, we see that
at the identity, E has the form

Efpeq �
I̧

aI

B|I|pf � ψqBti11 � � � Btin
n

p0q (1.19)

for all f P C8pGq, where the aI are constants and the sum ranges over a finite
set of multiindices I � pi1, . . . , inq. This shows that

Efpeq � �
I̧

aIX
i1
1 � � �X in

n

��
fpeq

and by left-invariance,

Efpgq � �
I̧

aIX
i1
1 � � �X in

n

��
fpgq. (1.20)

Thus E � p°I aIX
i1
1 � � �X in

n q�.

To show that D ÞÑ rD is one-to-one, suppose that D � °
I aIX

i1
1 � � �X in

n is a

nonzero element of Upgq such that rD � 0. Then at the identity, rD is given by
(1.19). Let I be any multiindex for which aI � 0. If we define the function
f near e by f � ψ�1pt1, . . . , tnq � ti11 � � � tin

n , equation (1.19) shows that in factpi1! � � � in!qaI � 0, a contradiction.

The map D ÞÑ rD can be thought of as the infinitesimal version of the right
regular representation of G. For any g P G, we let rg denote the right translation
h ÞÑ hg. Then define the map πpgq of EpGq by πpgq f � f r

g�1 � f � rg . It
is easy to show that π is multiplicative, and it follows (from a straightforward
argument using the fact that continuous functions on compact sets are uniformly
continuous) that, for each f P EpGq, the map g ÞÑ πpgqf is continuous from G

to EpGq. Thus π is a representation of G on EpGq.
By differentiation, the representation π gives rise to a representation dπ of g on
EpGq, and we see immediately that for each f P EpGq and each g P G,

dπpXq fpgq � d

dt
fpg exp tXq����

t�0� rXfpgq.
Thus dπpXq coincides with the left invariant vector field rX; by extension to the

universal enveloping algebra, we have dπpDq � rD, for all D P Upgq.
17



There is also a linear bijection of the symmetric algebra Spgq onto DpGq, called
the symmetrization map, and defined as follows. Again, let us first fix a basis
X1, . . . , Xn of g; for a multiindex I, let XI denote the monomial X i1

1 � � �X in
n in

Spgq. Now any element P P Spgq has a unique expression P � °
I aIX

I . For
this P , let λpP q denote the operator on C8pGq given by

λpP q fpgq � P pB{Bt1, . . . , B{Btnqfpg exppt1X1 � � � � � tnXnqq|ptj�0q (1.21)

It is easy to see that λpP q is a differential operator on G which commutes with
left translations, and that the map P ÞÑ λpP q is linear. The proof that λ is
one-to-one and onto is similar to that in the proof of Theorem 1.3.2, taking into
account the fact that the map

exppt1X1 � � � � � tnXnq ÞÑ pt1, . . . , tnq
is a coordinate system on a neighborhood of e in G. For more details, see [17],
Chapter 2.

The symmetrization map λ turns out to be independent of the choice of basis
X1, . . . , Xn of g. To see this, let X be any element of g, so that X � °

j ajXj .

Then for any k P Z�, the definition (1.21) shows that

λpXkq fpgq � λpa1X1 � � � � � anXnqk fpgq� �
a1

BBt1 � � � � � an

BBtn
k

fpg exppt1X1 � � � � � tnXnqq�����ptj�0q� dk

dsk
fpg exppspa1X1 � � � � � anXnqqq����

s�0� dk

dsk
fpg exp sXq����

s�0� rXk fpgq
Thus,

λpXkq � rXk (1.22)

for all k and all X P g. Now let Y1, . . . , Yk be any elements of g. If we apply the
relation (1.22) to X � t1Y1 � � � � � tkYk and equate the coefficients of t1 � � � tk
on both sides, we see that

λpY1 � � �Ykq � 1

k!

¸
σPSk

rYσp1q � � � rYσpkq, (1.23)

where the right hand sum is taken over the symmetric group Sk. While λ

is not multiplicative, equation (1.23) shows that λpY1 � � �Ykq � rY1 � � � rYk �plower order termsq. Hence it follows by degree induction that for any P and Q
in Spgq, there exists an R P Spgq, with deg R   deg P � deg Q, such that

λpPQq � λpP qλpQq � λpRq
18



for any P and Q in Spgq.
Suppose that G is a Lie group acting smoothly on a manifold M on the left,
with the action given by pg,mq ÞÑ g �m. For each g P G, recall that τpgq denotes
the left translation m ÞÑ g �m. The left regular representation of G on EpMq is
given by

λpgq fpmq � f τpgqpxq � fpg�1 � xq pg P G, x PMq (1.24)

λ is easily shown to be multiplicative and, using local coordinates on M , it is
not too hard to verify that for each f P EpMq, g ÞÑ λpgqf is continuous from G

to EpMq. Thus λ is a representation of G.

The left regular representation λ induces a representation dλ of g on EpMq given
by

dλpXq fpxq � d

dt
fpexpp�tXq � xq����

t�0

(1.25)

Each dλpXq is a smooth vector field on M , and it follows from general theory
that

dλrX,Y s � rdλpXq, dλpY qs (1.26)

for all X, Y P g. We can verify equation (1.26) directly as follows. Fix x P
M . For f P EpMq, define the function F on G by F pgq � fpg�1 � xq. Then

dπpXq fpg�1 � xq � rXF pgq, and sopdλpXq dλpY q � dλpY q dλpXqq fpxq� B2Bs Bt pfpexpp�sY q expp�tXq � xq � fpexpp�tXq expp�sY q � xqq����ps,tq�p0,0q� p rX rY F qpeq � prY rX F qpeq� rX,Y s� F peq� dλrX,Y s fpxq
Thus dλ is a Lie algebra homomorphism from g to the Lie algebra of smooth
vector fields on M . By the universal mapping property, dλ extends to a ho-
momorphism, which we will also denote by dλ, from Upgq to the algebra of
differential operators on M . We call dλ the infinitesimal left regular represen-
tation of Upgq on EpMq.
Explicitly, if X1, . . . , Xm P g and f P EpMq, then

dλpX1 � � �Xmq fpxq �� BmBt1 � � � Btm fpexpp�tmXmq � � � expp�t1X1q � xq����ptj�0q (1.27)

Note that when M � G, then an argument similar to that of the proof of
Theorem 1.3.2 (or by using the inversion map f ÞÑ qfpgq � fpg�1q) shows that
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the map D ÞÑ dλpDq is an isomorphism of Upgq onto the algebra of all right-
invariant differential operators on G.

Let us now return to the double fibration (1.1), with G a Lie group. From their
group-theoretic expressions (1.8) and (1.10), we see that the Radon transform
R and its dual R� intertwine the left regular representations λ and ν of G on
X and Ξ, respectively:

Rpλpgq fq � νpgqRf (1.28)

R�pνpgqϕq � λpgqR�ϕ
for all f P DpXq, ϕ P DpΞq, and g P G.

Now for every Z P g and f P DpXq, the difference quotient

λpexp tZq � λpeq
t

f

converges to dλpZq f as t Ñ 0 in the topology of DpXq. Hence by Proposition
1.2.2, we conclude that RpdλpZq fq � dνpZqRf , and by extension to the uni-
versal enveloping algebra, RpdλpUq fq � dνpUqRf , for all U P Upgq. Thus the
following diagram commutes.

DpXq R
- EpΞq

DpXqdλpUq
?

R
- EpΞqdνpUq

?

(1.29)

Most of the transforms R we will study in these notes are injective. If this is
the case, then kerpdνq � kerpdλq. In fact, if U P kerpdνq, then dνpUq � 0, so for
any f P DpXq, we have 0 � dνpUq pRfq � RpdλpUq fq. But since R is injective,
we obtain dλpUq f � 0 for all f P DpXq, so dλpUq � 0.

It is in general a difficult problem to determine kerpdλq or kerpdνq. If kerpdνq �
kerpdλq, then any function ϕ in the range of R satisfies the nontrivial differential
equations

dνpUqϕ � 0 (1.30)

for all U P kerpdλqz kerpdνq. These equations are therefore necessary conditions
for any smooth function on Ξ to be in the range of R. As we will see in Chapter
4, these equations are often sufficient to characterize the range as well.
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1.4 Regularization

In extending certain properties of classes of C8 functions in R
n to measures or

distributions, it is often useful to regularize; that is to say, to take the convolu-
tion of a distribution with an approximate identity. The result is a C8 function
which converges to the measure or distribution in question.

In this section we discuss the analogue to this procedure in the case of Lie groups
and homogeneous spaces. Let us first consider some representation-thoeretic
generalities.

Let G be a unimodular Lie group, with Lie algebra g and bi-invariant measure
dg. Suppose that π is a representation of G on a locally convex topological
vector space V . Then, by hypothesis, π is a group homomorphism from G

to GLpV q, the group of linear homeomorphisms of V , such that π is strongly
continuous. This means that for each v P V , the map g ÞÑ πpgq v is continuous
from G to V .

For each X P g, let V pXq denote the subspace of V consisting of all vectors v
for which the limit

dπpXq v :� lim
tÑ0

πpexpptXqq � πpeq
t

v

exists. Then let V p1q be the intersection of the subspaces V pXq, for all X P g.
Since dπpXqπpgq v � πpgq dπpAdpg�1qXq v, we see that πpgqV p1q � V p1q for all
g P G. Next, for each j ¥ 1 we define V pjq inductively by V pjq � pV pj�1qqp1q,
and then put V 8 ��

j¥1 V
pjq.

If V is complete (i.e., Cauchy sequences in V converge), then we can define
πpfq v for each f P CcpGq, by

πpfq v � »
G

fpgqπpgq v dg
Note that πpgqπpfq v � πpfLgq v, and that if f P DpGq, then

πpXqπpfq v � πpdλpXqfq v
It follows that πpfq v P V 8 whenever f P DpGq and v P V .

Now consider any countable basis tUmu of neighborhoods of e P G such that
Um�1 � Um. For each m let fm be a nonnegative function supported on Um

such that
³
G
fmpgq dg � 1. Then for any v P V , the strong continuity of π

implies that

πpfmq v � v � »
G

fmpgq pπpgq v � vq dg Ñ 0

in the topology of V , as m Ñ 8. This shows that V 8 is dense in V . We calltfmu an approximate identity in G.
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The map X ÞÑ dπpXq is a representation of g on V 8, and by the universal
mapping property of Upgq, dπ extends to a representation of the associative
algebra Upgq on V 8.

Exercise 1.4.1. Let V � CpGq, the vector space of continuous functions on
G, endowed with the topology of uniform convergence on compact sets. Show
that V 8 � EpGq, and dπ the infinitesimal left regular representation of Upgq on
Epgq.
Let V 1 be the dual space of V . For each g P G, we define the map tπpgq : V 1 Ñ V 1
by tπpgqλ � λ � πpgq. It is straightforward to verify that the map g ÞÑ tπpgq is
a group homomorphism from G to GLpV 1q, where V 1 is given either the strong
or the weak topology.

If V is semireflexive, then tπ turns out to be strongly continuous ([1]). Hence
tπ is a representation of G on V 1, called the representation contragredient to π.

V 1 is also easily verified to be complete (in both its weak and strong topologies),
so that if V is semireflexive, then we can define the operator

tπpfq � »
G

fpgq tπpgq dg pf P CcpGqq (1.31)

on V 1.
Now let V � EpGq, and let π be the left regular representation πpgqϕ � ϕLg .
Then V � V 8, and the algebra of right-invariant differential operators on G is
dπpUpgqq. If f P DpGq, then πpfq is the convolution operator

πpfqϕpgq � f � ϕpgq � »
G

fpuqϕpu�1gq du � »
G

fpgy�1qϕpyq dy
Note that the support of f � ϕ lies in supppfq supppϕq.
If T P D1pGq, then πpfqT is the convolution f � T :

f � T pϕq � »
G

fpgqTLgpϕq dg pϕ P DpGqq (1.32)

If we put qfpgq � fpg�1q, then we obtain

f � T pϕq � »
G

»
G

qfpgqϕpg�1uq dg dT puq � T p qf � ϕq (1.33)

Since G is unimodular, the above can also be written»
G

»
G

fpgu�1qϕpgq du dT puq
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Now since the left regular representation is strongly continuous, the function
g ÞÑ ³

G
fpgu�1q dT puq is continuous, and the above equals»

G

�»
G

fpgu�1q dT puq
 ϕpgq dg (1.34)

(This is the result of a simple application of the Fubini theorem for distributions;
see [43], §40.) The equation (1.34) therefore shows that f � T is a continuous
function on G.

For each X P g, the function

πpexpptXqq � πpeq
t

f

converges to dπpXq f as tÑ 0 in the topology of DpGq. From this one sees that

d

dt
f � T pexpptXqgq|t�0

exists and equals pdπpXqfq � T pgq. Repeating this, we see that f � T is a C8
function on G.

If tfmu is an approximate identity in G, then for each ϕ P DpGq, fm � ϕ Ñ ϕ

uniformly on G as mÑ8. Since

Dpfm � ϕq � fm �Dϕ
for every D P DpGq, we see that fm � ϕ Ñ ϕ in DpGq as m Ñ 8. Hence by
(1.33), we see that fm �T Ñ T weakly in D1pGq for all T P D1pGq. Thus T may
be approximated by C8 functions in D1pGq.
Now suppose that H a closed subgroup of G and X � G{H is the corresponding
homogeneous space. Let us assume that H is unimodular, so that G{H has a
left G-invariant measure dgH , unique up to constant multiple.

Let π : G Ñ G{H be the coset map, and let τpgq : g1H ÞÑ gg1H be left

translation by g P G. If f P EpG{Hq, let rf � f � π be its pullback to G.

If F P DpGq, then just as with (1.3), we put

FπpgHq � »
H

F pghq dh
Then Fπ is compactly supported and is C8, so that Fπ P DpXq. Using a a proof
similar to that of Proposition 1.2.2, it can also be shown that the map F ÞÑ Fπ

is continuous from DpGq to DpXq.
Exercise 1.4.2. Using partitions of unity and local cross sections of G{H into
G, show that F ÞÑ Fπ maps DpGq onto DpXq.
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For appropriate choices of the measures dg and dgH , we have, just as with (1.4),»
G

F pgq dg � »
G{H FπpgHq dgH pF P DpGqq

From this it follows that»
G

rfpgqF pgq dg � »
G{H fpgHqFπpgHq dgH (1.35)

for all f P EpXq and F P DpGq.
Suppose that T P D1pXq. We can use (1.35) to define the pullback rT :rT pF q � T pFπq pF P DpGqq (1.36)

By the remarks preceding Exercise 1.4.2, we see that rT P D1pGq.
Let λ be the left regular representation of G on DpXq. If T P D1pXq and
f P DpGq, then

λpfqT � »
G

fpgqT τpgq dg (1.37)

We note that pλpfqT q� � f � rT , and sincepf � rT qpghq � f � rTR
h�1 � f � rT pgq

for all g P G and h P H , we see that f � rT is the pullback of a smooth function on
X . Thus λpfqT P EpXq; we will also denote this function by f � T . Its support
is supppfq � supppT q.
Now suppose that tfmu is an approximate identity in G. If F P DpGq, thenpfm � T qpFπq � pfm � rT q pF q Ñ rT pF q � T pFπq
By Exercise 1.4.2, we see that fm � T Ñ T weakly in D1pXq. Thus T can be
approximated weakly by smooth functions on X .
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Chapter 2

The Classical Radon

Transform

2.1 The Incidence Relation

The classical Radon transform integrates suitable functions on Rn over hyper-
planes in Rn. As we mentioned in the introduction, this transform dates back
to Johann Radon’s paper in 1917, and so the methods used to study it pre-
date the double fibration framework. Nonetheless, it will be useful to keep this
framework in mind while studying the transform.

Now it can be shown that any isometry, or rigid motion, of Rn is of the form
x ÞÑ k�x�v, where k P Opnq and v P Rn. We denote this isometry by τpk, vq, and
we note that these isometries satisfy the composition rules τpk, vq � τpk1, v1q �
τpkk1, v � k � v1q. From this, we see that τpk, vq�1 � τpk�1,�k�1 � vq. If we
let Mpnq denote the group of all isometries of Rn, then Mpnq is the Cartesian
product Opnq � Rn equipped with the group lawpk, vq � pk1, v1q � pkk1, v � k � v1q (2.1)

We say that Mpnq is the semidirect product of its subgroups Opnq and Rn, and
write Mpnq � Opnq 
 Rn. We also equip Mpnq with the product manifold
structure. From the above, we see that Mpnq is a Lie group, and that Opnq and
Rn are the subgroups consisting of all rotations and translations, respectively,
on Rn.

We also note that the subgroup of orientation-preserving isometries is SOpnq 

Rn.

Now Mpnq acts transitively on Rn, and the subgroup fixing the origin 0 is Opnq,
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so Rn � Mpnq{Opnq.
Let us now consider the space Ξn of unoriented pn � 1q-dimensional planes in
Rn. Let ξ P Ξn, and let ω be one of its two unit normal vectors. If p is the
directed distance from the origin to ξ along ω, then

ξ � tx P R
n | xω, xy � pu

We write ξ � ξpω, pq and note that ξpω, pq � ξp�ω,�pq. In this way we obtain a
two-to-one map of Sn�1�R onto Ξn, and we give Ξn the quotient differentiable
structure. In particular, we can identify C8 functions on Ξn with C8 functions
ϕ on Sn�1 � R such that ϕpω, pq � ϕp�ω,�pq for all ω P Sn�1 and p P R.

Now Mpnq acts smoothly and transitively on Ξn viapk, vq � ξpω, pq � ξpk � ω, p� xk � ω, vyq (2.2)

In particular, the translate v�ξpω, pq is the hyperplane ξpω, p�xω, vyq, and the
rotated plane k � ξpω, pq is just ξpk � ω, pq.
Let ξ0 be the pn� 1q-plane xn � 0. Then the isotropy subgroup H of Mpnq at
ξ0 is pOpn� 1q � Z2q 
 Rn�1, where Opn� 1q � Z2 is the group of matrices of
the form �

k 0
0 �1



where k P Opn � 1q. We can thus write H � Mpn � 1q � Z2, where Mpn � 1q
is the motion group of ξ0 and Z2 is the group generated by the reflection on ξ0.
Thus Ξn can be identified with the homogeneous space Mpnq{H .

Rn itself, of course, is the homogeneous space Mpnq{Opnq, with Opnq being the
subgroup of Mpnq fixing the origin.

Next let us verify that the incidence relation between the homogeneous spaces
Rn � Mpnq{Opnq and Ξn � Mpnq{H coincides with the usual incidence relation
between points and planes: for g and γ in Mpnq, x � g � 0 and ξ � γ � ξ0 are
incident if and only if the point x lies in ξ. Suppose that x lies in ξ. Since
ξ0 � H � 0, we must have g � 0 � γh � 0 for some h P H , so γh � gk for some
k P Opnq. Conversely, if x and ξ are incident, then gk � γh for some k P Opnq
and h P H , so x � g � 0 � γh � 0 P γ � ξ0 � ξ.

Thus, under this incidence relation, the set pξ can be identified with ξ itself. On
the other hand, if 0 is the origin, the orbit q0 � Opnq � ξ0 coincides with the set
of all pn� 1q-planes through 0, and by translation, we see that for each x P R

n,
we have qx � tx� k � ξ0 | k P Opnqu.
From (2.1) it is easy to see that the motion group Mpnq is unimodular, with Haar
measure given by f ÞÑ ³

fpk, vq dk dv, where dk is the normalized Haar measure
on Opnq and dv the Lebesgue measure on Rn. It follows that H �Mpn�1q�Z2
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is also unimodular, and of course so is the compact group L � Opnq X H �
Opn� 1q � Z2.

The Lebesgue measure on pξ0 � pξ is invariant under the subgroup H fixing ξ0,
so we will take this to be the measure dmξ0

. By translation by an appropriate
g P Mpnq, we can likewise take, for ξ P Ξn, dmξ to be the Lebesgue measure on
ξ. For simplicity, we will denote dmξ by dm. For f P CcpRnq, it follows that
the Radon transform R is given by

Rfpξq � »
ξ

fpxq dmpxq (2.3)

It is possible to define Radon transform (2.3) for f P L1pRnq, since by Fubini’s
Theorem, the integrals are convergent for almost all ξ P Ξn.

The dual transform is given by

R�ϕpxq � »
Opnq ϕpx� k � ξq dk (2.4)

Using our earlier notation, we also have qx � tξpω, xω, xyq |ω P Sn�1u, so qx is
parametrized by ω P Sn�1. The map k ÞÑ kx � pk, x � k � xq is a Lie group
isomorphism of Opnq onto the subgroup ofMpnq fixing x. Since kx�ξpω, xω, xyq �
ξpk � ω, xk � ω, xyq, the normalized measure on qx invariant under the group of all
rotations about x is just a multiple of the area measure dω on Sn�1. The dual
transform can thus be written as

R�ϕpxq � 1

Ωn

»
Sn�1

ϕpω, xω, xyq dω, (2.5)

where Ωn is the area of Sn�1: Ωn � 2πn{2{Γpn{2q.
From (2.2) one sees that the measure

ϕ P CcpΞnq ÞÑ »
Sn�1�R

ϕpω, pq dω dp
is invariant under the action of Mpnq. The duality (1.11) is then given by»

Sn�1�R

Rfpω, pqϕpω, pq dω dp � Ωn

»
Rn

fpxqR�ϕpxq dx, (2.6)
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for f P CcpRnq and ϕ P CpΞnq. In fact,»
Sn�1�R

Rfpω, pqϕpω, pq dω dp � »
Sn�1

»
R

�»xx,ωy�p

fpxq dmpxq� ϕpω, pq dp dω� »
Sn�1

»
Rn

fpxqϕpω, xω, xyq dx dω� »
Rn

»
Sn�1

fpxqϕpω, xω, xyq dω dx� Ωn

»
Rn

fpxqR�ϕpxq dx
In light of this, we define the Radon transform of a compactly supported distri-
bution T on Rn by

RT pϕq � Ωn T pR�ϕq (2.7)

for any ϕ P EpΞnq.
2.2 The Projection-Slice Theorem and the In-

version Formula

Let us recall that the Fourier transform of a function f P L1pRnq is given byrfpyq � »
Rn

fpxq e�i xx,yy dx py P R
nq (2.8)

For fixed y, we observe that the exponential e�ixx,yy is constant on hyperplanes
orthogonal to y. Thus we can relate the Fourier transform to the Radon trans-
form by integrating (2.8) along such hyperplanes. Explicitly, let us write y � sω,
for s P R and ω P Sn�1. Thenrfpsωq � »

R

»xx,ωy�p

fpxq e�is xx,ωy dmpxq dp� »
R

�»xx,ωy�p

fpxq dmpxq� e�ips dp� »
R

Rfpω, pq e�ips dp (2.9)

Equation (2.9) is known as the Projection-Slice Theorem. It expresses the inti-
mate relation between the Fourier and the Radon transform; essentially it says
that the Fourier transform is a one-dimensional Fourier transform of the Radon
transform. It immediately implies that R is injective on L1pRnq. It also enables
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us to invert the Radon transform on, say SpRnq, by employing the well-known
inversion formula for the Fourier transform.

Another consequence of (2.9) is that Radon transforms preserve convolutions.
More precisely, suppose that f and g belong to L1pRnq. Then it is easy to show
that f � g P L1pRnq, and (2.9) shows that

Rpf � gqpω, pq � »
R

Rfpω, p� tqRgpω, tq dt (2.10)

This equation can also be verified directly by a simple application of Fubini’s
Theorem.

To facilitate our derivation of the inversion formula, let us now recall the
Schwartz class SpRnq of rapidly decreasing functions on Rn. By definition,
SpRnq consists of all f P EpRnq satisfying the estimates}f}k,N :� sup

xPRn,|I|¤k

p1� }x}N q ��BIfpxq��   8 (2.11)

for all k, N P Z�. In the inequality above, I represents a multiindex pi1, . . . , inq,|I| is the sum i1� � � �� in and BI is the differential operator B|I|{pBxi1
1 � � � Bxin

n q.
Since the Fourier transform interchanges partial differential operators and mul-
tiplication by polynomials, it is not hard to show that it maps S into itself (it
is in fact a bijection by the formula below). Moreover, for any f P SpRnq, we
have the Fourier Inversion Formula

fpxq � p2πq�n

»
Rn

rfpyq ei xx,yy dy (2.12)

There are several different formulas which invert the classical Radon transform
R. For even dimensions, one of them involves the Hilbert transform, which we
now define as follows.

Consider the linear mapping p.v.r1{ts from SpRq to C given by

p.v.

�
1

t

�
h � lim

ǫÑ0� »|t|¡ǫ

hptq
t

dt (2.13)

(The p.v. stands for “principal value.”) The right hand limit above exists even
though 1{t is not locally integrable; in fact,

p.v.

�
1

t

�
h � » 8

0

hptq � hp�tq
t

dt

It is not difficult to show that p.v.r1{ts is an element of S 1pRq; that is to say, is
a tempered distribution on R.

29



Exercise 2.2.1. Show that p.v.r1{ts is the distribution derivative of the tem-
pered distribution log |t| (which we note is locally integrable and vanishes at
infinity), given by plog |t|q phq � »

R

hptq log |t| dt
Since p.v.r1{ts is a tempered distribution, it makes sense to take its Fourier
transform on R.

Lemma 2.2.2. Let sgnptq be the signum function on R given by

sgnptq � #
1 if t ¥ 0�1 if t   0

Then the Fourier transform of p.v.p1{tq is �π i sgnptq.
Proof. Let F denote the (distributional) Fourier transform of p.v.r1{ts. Now the
product t pp.v.r1{tsq equals the constant function 1, and this corresponds under
the Fourier transform to the distribution derivative i F 1. On the other hand, the
Fourier transform of 1 is the Dirac distribution 2π δ0, so we obtain F 1 � �2π i δ0.
This implies that F � �2π iHptq�C, where Hptq is the Heaviside function and
C is some constant. But since p.v.r1{ts is an odd distribution in R, so is F .
This means that C � πi; that is to say F ptq � �πi sgnptq.
The Hilbert Transform of a function g P SpRq is the convolution Hg � g �
p.v.r1{ts. Thus

Hgppq � lim
ǫÑ0

»|t|¡ǫ

gpp� tq
t

dt (2.14)

By Lemma 2.2.2, the Fourier transform of Hg is the function pHgq�pyq ��πi rgpyq sgnpyq.
Finally, let us introduce the space of Schwartz-class functions on Ξn. By defini-
tion, a function ϕ P C8pSn�1�Rq belongs to SpSn�1�Rq if for every k,N P Z�
and every C8 linear differential operator D on Sn�1, we have

suppω,pqp1� |p|qN ���� BkBpk
Dωϕpω, pq����   8

The space SpΞnq then consists of the even functions in SpSn�1�Rq. The partial
Fourier transform of ϕ is its Fourier transform in the p variable

ϕ ÞÑ rϕpω, sq � » 8�8 ϕpω, pq e�ips dp

The partial Fourier transform maps SpSn�1 � Rq into itself, and SpΞnq into
itself. Moreover, the projection-slice theorem says that the Fourier transform of
f P SpRnq is the partial Fourier transform of its Radon transform.
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Let f P SpRnq. If we change to polar coordinates pω, sq ÞÑ sω in Rn, a straight-

forward application of the chain rule shows that its Fourier pω, sq ÞÑ rfpsωq
belongs to SpSn�1 � Rq. By Projection-Slice and our observation above, we
now see that Rf P SpΞnq.
With these preliminaries out of the way, let us now invert the Radon transform
R. Put y � sω in (2.12) to obtainp2πqn fpxq � »

Sn�1

» 8
0

rfpsωq eisxx,ωy sn�1 ds dω� 1

2

»
Sn�1

» 8
0

rfpsωq eisxx,ωy sn�1 ds dω� 1

2

»
Sn�1

» 8
0

rfpsp�ωqq eisxx,�ωy sn�1 ds dω� 1

2

»
Sn�1

» 8
0

rfpsωq eisxx,ωy sn�1 ds dω� 1

2

»
Sn�1

» 0�8 rfpsωq eisxx,ωy p�sqn�1 ds dω� 1

2

»
Sn�1

» 8�8 rfpsωq eisxx,ωy |s|n�1 ds dω (2.15)

Now if n is odd, then |s|n�1 � sn�1, and so the right hand side above becomes

1

2

»
Sn�1

» 8�8 rfpsωq eisxx,ωy sn�1 ds dω� 1

2piqn�1

»
Sn�1

» 8�8 �» 8�8 Bn�1Bpn�1
Rfpω, pq e�ips dp



eisxx,ωy ds dω,

by the Projection-Slice Theorem. Then by the Fourier inversion formula for one
variable, we obtainp2πqn fpxq � p�iqn�1 π

»
Sn�1

Bn�1Bpn�1
Rfpω, xω, xyq dω

Note that pBn�1{Bpn�1qRfpω, pq is an even function in SpSn�1 � Rq, and so
belongs to SpΞnq.
Taking (2.4) into account, in the odd case (2.15) now becomes

fpxq � cnR
�� Bn�1Bpn�1

Rf


 pxq (2.16)

where
cn � Ωn{2p2πiqn�1. (2.17)

When n is even, (2.15) equals

1

2

»
Sn�1

» 8�8 rfpsωq eisxx,ωy sn�1 sgnpsq ds dω
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But for each ω, the function s ÞÑ rfpsωq sn�1 sgnpsq eisxx,ωy belongs to L1pRq,
and so by the Fourier inversion formula and Lemma 2.2.2 the inner integral
above equals

2πH

� Bn�1Bpn�1
Rf


 pω, xx, ωyq
Thus, again by (2.4), we obtain

fpxq � cnR
��H Bn�1Bpn�1

Rf


 pxq (2.18)

where cn is also given by (2.17). Note that when n is even and ϕ P C8pΞnq,
then pBn�1ϕ{Bpn�1q is an odd function in SpSn�1 � Rq, but the convolution
HpBn�1ϕ{Bpn�1q is even, and thus can be seen to represent a smooth function
on Ξn.

The following theorem summarizes our calculations above.

Theorem 2.2.3. For any ϕ P SpΞnq, let

Λϕpω, pq � $''&''% Bn�1Bpn�1
ϕpω, pq if n is odd

H

� Bn�1Bpn�1
ϕ


 pω, pq if n is even
(2.19)

If f P SpRnq, the Radon transform Rf is inverted by

fpxq � cnR
�pΛRfqpxq (2.20)

where cn is given by (2.17).

For n odd, we can also express the Radon inversion formula (2.20) by means of
invariant differential operators.

Exercise 2.2.4. Let D be any linear differential operator on Rn, with C8
coefficients, invariant under the action of Mpnq. Use the following steps to show
that D is a polynomial in the Laplacian L:

D � alL
l � � � � � a1L� a0.

1. Since D invariant under translations, it has constant coefficients.

2. For each v P Rn, let Dv denote the directional derivative Dvfpxq �pd{dtqfpx � tvq|t�0. The map v ÞÑ Dv extends to an isomorphism of
the symmetric algebra SpRnq onto the algebra of constant coefficient dif-
ferential operators on Rn.

3. The dot product in R
n identifies the dual space pRnq� with R

n, via v P
Rn ÞÑ v� � xv, � y. This extends to a map D ÞÑ D� identifying the
symmetric algebra SpRnq can be identified with SppRnq�q, the algebra of
all polynomial functions on Rn. We have pB{Bxjq� � e�j � xj .
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4. Under this identification, we have pk � vq� � pv�qτpkq for all V P Rn and
k P Opnq. Thus the algebra DpRnq of Mpnq-invariant differential operators
on R

n may be identified with the algebra IpRnq of polynomial functions
on Rn invariant under the action of Opnq.

5. Let p P IpRnq. Then p is constant on each sphere centered at the origin 0. p
is therefore determined by its restriction to the x1-axis, where it is an even
polynomial function of x1. Thus ppx1, 0, . . . , 0q � akx

2l
1 � � � � � a1x

2
1 � a0.

6. The polynomial al}x}2l � � � � � a1}x}2 � a0 is also constant on spheres
centered at the origin – hence is Opnq-invariant – and coincides with p on
the x1-axis. Hence it equals p.

7. Let D P DpRnq � SpRnq. Then D� � °l

j�0 aj}x}2j, and hence D �°l
j�0 aj L

j .

Since functions on Ξn correspond to even functions on Sn�1 � R, there is a
well-defined differential operator l on Ξn given bylϕpω, pq � B2Bp2

ϕpω, pq pϕ P EpΞnqq (2.21)

From (2.2) we see that l is invariant under Mpnq. It can be shown that any
Mpnq-invariant differential operator on Ξn is a polynomial in l. (See [9] or
[10].)

Let us denote the left regular representations of Mpnq on EpRnq and EpΞnq by
λ and ν, respectively. Then since the Radon transform R commutes with the
left action by Mpnq, we have

Rpf τpvqqpω, pq � pRfqτpvqpω, pq� Rfpω, p� xω, vyq
for all f P SpRnq and v P R

n.

If we replace v by �tv above and take the derivative with respect to t at t � 0,
we obtain

RpDv fqpω, pq � xω, vy BBpRfpω, pq.
where Dv f is the directional derivative of f in the direction of v. When v � ei,
this gives

R

� BfBxi


 pω, pq � ωi

BBpRfpω, pq
Differentiating both sides above again with respect to xi and summing, we see
that

RpLfqpω, pq � lpRfqpω, pq
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Conversely, if ϕ P EpΞnq, then we can differentiate both sides of the formula for
R�ϕ in (2.5) with respect to xi to obtainBBxi

R�ϕpxq � 1

Ωn

»
Sn�1

ωi

BBpϕpω, xω, xyq dω
Taking B{Bxi again and summing, we conclude that

LpR�ϕqpxq � R�plϕqpxq
From this, we see that the Radon inversion formula (2.16) for n odd can be
written as

fpxq � cnR
�pln�1

2 Rfqpxq� cn L
n�1

2 pR�Rfqpxq (2.22)

This formula says that when n is odd, the value of fpxq is determined by the
values of R�Rf on an arbitrarily small neighborhood of x. (R�R is said to be
locally invertible.) This is not at all the case when n is even.

Application: The Wave Equation. Let us apply the inversion formula (2.20) to
solve the initial value problem for the wave equation in Rn. Given functions
f, g P SpRnq, we want to find solutions upx, tq P C8pRn � Rq to the wave
equation

Lxupx, tq � B2Bt2upx, tq (2.23)

satisfying the initial conditions upx, 0q � f0pxq and utpx, 0q � f1pxq.
General theory says that the solution of this initial value problem is unique.
In order to write the Radon transform solution, we first make the following
observation, which can be checked by a simple computation. Let h be any
smooth function on R. Then for any ω P Sn�1, the functionpx, tq ÞÑ hpxω, xy � tq
satisfies the wave equation (2.23).

Now given f0 and f1 as above, put

Sfpω, pq �$''&''% Bn�1Bpn�1
Rf0pω, pq � Bn�2Bpn�2

Rf1pω, pq if n is odd

H

� Bn�1Bpn�1
Rf0


 pω, pq �H

� Bn�2Bpn�2
Rf1


 pω, pq if n is even

We now claim that the function

upx, tq � c

»
Sn�1

Sfpω, xω, xy � tq dω (2.24)
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where c � 1{1p2πiqn�1 solves the problem above.

From our observation, we know that the right hand side of (2.24) satisfies the
wave equation. Therefore we just need to check that the initial conditions are
satisfied. For simplicity, let us assume that n is odd, as the argument for n even
is similar.

According to (2.24), we have

upx, 0q � c

»
Sn�1

Bn�1Bpn�1
Rf0pω, xω, xyq dω � c

»
Sn�1

Bn�2Bpn�2
Rf1pω, xω, xyq dω

The first integral equals f0pxq by the Radon inversion formula (2.16), and since
n is odd, the integrand on the right is an odd function of ω, so the integral
vanishes.

On the other hand,

utpx, 0q � c

»
Sn�1

BnBpn�1
Rf0pω, xω, xyq dω � c

»
Sn�1

Bn�1Bpn�2
Rf1pω, xω, xyq dω

and in this case the first integral on the right vanishes and the second integral
equals f1pxq, again by (2.16).

General theory also says that solutions to the wave equation (2.23) propagate
at unit speed. In particular, if the initial data f0 and f1 have support in the
ball Bǫp0q, then upx, tq will have support in the cone }x} ¤ ǫ� |t|.
When n is odd, the solution (2.24) is in fact supported in the shell |t| � ǫ ¤}x} ¤ |t| � ǫ. (This is known as Huygens’ principle.) To see this, suppose that}x}   |t| � ǫ. Then |xω, xy � t| ¡ |t| � |xω, xy| ¥ |t| � }x} ¡ ǫ. Thus the plane
ξpω, xω, xy � tq does not intersect Bǫp0q, and hence Rfjpω, xω, xy � tq � 0.
Since Sf consists of derivatives of the initial data f0 and f1, it follows that
Sfpω, xω, xy � tq � 0 and thus upx, tq � 0.

2.3 Filtered Backprojection

By far the most important application of Radon transforms lies in imaging,
and more specifically, medical imaging. Tomography is the study of useful and
efficient algorithms which are applied to recover functions (such as the mass
density function) from its various integral transforms.

The field of medical tomography was founded by Alan Cormack, who established
its theoretical basis in two papers published in the Journal of Applied Physics in
1963 and 1964 ([2]). For this work, he was awarded the Nobel Prize in Medicine
in 1979 together with Godfrey Hounsfield, whose team developed the first CT
(computerized tomography) scanner in 1971.
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Let us consider the following simple model used in CT scanning. Suppose that
fpxq represents the mass density at the point x in a planar cross section of a
human head, as shown in the figure below. Let ℓ be a line representing an X-ray
beam. If Ipxq denotes the beam intensity at the point x, then I is attenuated
along a short segment ∆x along ℓ according to the relation�∆I

I
� fpxq∆x

If I0 represents the initial intensity of the beam and I1 the intensity recorded
at the detector, it follows from the above that

log
I0

I1
� »

ℓ

fpxq dx
ℓ

Source

Detector

Figure 2.1: X-ray beam ℓ going through a human head

Thus the problem is to reconstruct the density fpxq from the measured data
I0{I1 along all lines ℓ, or more realistically, along a large but finite set of lines
ℓ. This is, of course, just the inversion problem for the Radon transform on R

2.

Rather than using (a discrete version of) the Radon inversion formula (2.20), the
most common method for reconstructing X-ray images is the method of filtered
backprojection. Its main advantage is its ability to cancel out high frequency
noise. The key result is the convolution formula in Proposition 2.3.1 below.

If ϕ, ψ P SpΞnq, their convolution ϕ �ψ is the well-defined function on Ξn given
by

ϕ � ψpω, pq � »
R

ϕpω, p� tqψpω, tq dt
(See (2.10).)
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Proposition 2.3.1. Let f P SpRnq and ϕ P SpΞnq. Then

R�pϕ �Rfq � pR�ϕq � f (2.25)

Proof. For any x P Rn, we have

R�pϕ �Rfqpxq � 1

Ωn

»
Sn�1

�» 8�8 ϕpω, xω, xy � pqRfpω, pq dp
 dω� 1

Ωn

»
Sn�1

�» 8�8 ϕpω, xω, xy � pq �»xω,yy�p

fpyq dmpyq� dp

�
dω� 1

Ωn

»
Sn�1

�»
Rn

ϕpω, xω, x� yyq fpyq dy
 dω� »
Rn

�
1

Ωn

»
Sn�1

ϕpω, xω, x� yyq dω
 fpyq dy� »
Rn

R�ϕpx � yq fpyq dy� pR�ϕq � fpxq
Let ϕ P SpΞnq. There is a constant C such that |ϕpξq|   C for all ξ P Ξn, and
so by (2.5), |R�ϕpxq|   C for all x.

Exercise 2.3.2. Prove that R�ϕpxq � Op}x}�1q and that this is the best
possible estimate.

Thus R�ϕ may be viewed as a tempered distribution. The following lemma
gives the relation between the Fourier transform of R�ϕ and the partial Fourier
transform of ϕ.

Lemma 2.3.3. Let ϕ P SpΞnq. Then the Fourier transform of R�ϕ is given bypR�ϕq� pxq � 2 p2πqn�1

Ωn

}x}1�n rϕ� x}x} , }x}
 (2.26)

for all x � 0 in Rn.

Proof. We begin by considering the following variant of the projection-slice the-
orem (2.9). If f P SpRnq, then

fpsωq � p2πq�n

»
Rn

rfpyq eisxy,ωy dy� p2πq�n

» 8�8 Rp rfqpω, pq eips dp
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By the Fourier inversion formula in R, we then obtain

Rp rfqpω, pq � p2πqn�1

» 8�8 fpsωq e�ips ds

Thus by (2.7),pR�ϕq� pfq � R�ϕ p rfq� 1

Ωn

ϕ pR rfq� 1

Ωn

»
Sn�1

» 8�8 ϕpω, pqRp rfqpω, pq dp dω� p2πqn�1

Ωn

»
Sn�1

» 8�8 ϕpω, pq �» 8�8 fpsωq e�ips ds



dp dω� p2πqn�1

Ωn

»
Sn�1

» 8�8 fpsωq �» 8�8 ϕpω, pq e�ips dp



ds dω� p2πqn�1

Ωn

»
Sn�1

» 8�8 fpsωq rϕpω, sq ds dω� p2πqn�1

Ωn

»
Sn�1

» 8
0

rfpsωq rϕpω, sq � fp�sωq rϕpω,�sqs ds dω� 2p2πqn�1

Ωn

»
Sn�1

» 8
0

fpsωq rϕpω, sq ds dω (2.27)

For the last equality we used the fact that rϕpω,�sq � rϕp�ω, sq. The right hand
side of (2.27) thus equals

2p2πqn�1

Ωn

»
Sn�1

» 8
0

fpsωq ps1�n rϕpω, sqq sn�1 ds dω� 2p2πqn�1

Ωn

»
Rn

fpxq �}x}1�n rϕ� x}x} , }x}

 dx,

proving the lemma.

Lemma 2.3.3 above holds, with essentially the same proof, for ϕ P L1pΞnq, since
the partial Fourier transform rϕpω, sq exists for almost all pω, sq P Sn�1 � R.

In applying (2.25) to recover f , we choose ϕ so that R�ϕ is an approximate
identity and is band-limited (i.e., its Fourier transform is compactly supported).
Thus we want to put ϕ � ϕt, a function parametrized by t, such that pR�ϕtq�
is compactly supported and

R�ϕt Ñ δ0

in S 1pRnq as tÑ8.

One choice for ϕt would be the function on Rn such thatpR�ϕtq�pyq � χBtp0qpyq, (2.28)
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where the right hand side is the characteristic function of the open ball Btp0q.
Then clearly pR�ϕtq� Ñ 1, and hence R�ϕt Ñ δ0 as t Ñ 8. In this case, let
us determine ϕt explicitly.

Lemma 2.3.4. Let F pxq � χB1p0q. ThenrF prωq � p2πqn
2 r� n

2 Jn
2
prq (2.29)

for all r ¡ 0 and ω P Sn�1.

Here Jp is the Bessel function

Jppxq � 8̧
k�0

p�1qk px{2q2k�p

k!pk � pq!
with pk � pq! given by Γpk � p� 1q when p is not an integer.

Proof. Since F is radial, so is rF . Thus we need only calculate rF p�renq, which
equals »

B1p0q eir xn dx � Ωn�1

n� 1

» 1�1

eirt
�
1� t2

�n�1

2 dt

Now according to [12], equation 3.387(2), the right hand integral equals?
π

�
2

r


n
2

Γ

�
n� 1

2



Jn

2
prq,

and from this equation (2.29) follows.

If Ft � χBtp0q, then Ftpxq � χB1p0qpx{tq, so it follows from (2.29) thatpFtq�prωq � p2πqn
2 t

n
2 r� n

2 Jn
2
prtq

Thus if ϕt is to satisfy (2.28), we must have

R�ϕtpxq � p2πq�n
2 tn

Jn
2
pt}x}qpt}x}qn

2

To calculate ϕt itself, we make use of the relation (2.26). This givesrϕtpω, sq � Ωn

2p2πqn�1
|s|n�1 χp�t,tqpsq

Thus

ϕtpω, pq � Ωn

2p2πqn » t�t

|s|n�1 eips ds� Ωnp2πqn » t

0

sn�1 cosppsq ds
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When n � 2, this equals

t2

2π

�
sinpptq
pt

� 1� cospptqpptq2 

In the method of filtered backprojection, the density fpxq is approximated us-
ing the left hand side of (2.25). First, an appropriate “filter” ϕ is chosen to
convolve with the data Rf , and then the dual transform R� is applied (this is
the “backprojection.”)

2.4 The Support Theorem

In this section we consider for the classical Radon transform the following fun-
damental problem regarding supports of functions. Let us retain the notation
of Chapter 1. Let B be a closed subset of X , and suppose that f is a function
on X integrable over all orbits pξ such that Rfpξq � 0 for all ξ P Ξ such that pξ
is disjoint from B. Is f supported in B?

The problem of whether f ÞÑ Rf is injective is a special case of the support
problem above, if we put B � H.

In the case of the classical Radon transform, with X � Rn and Ξ � Ξn, it is
easy to see that we need to require that B be convex. If we assume that f
decreases reasonably rapidly, and that B is a closed ball, then we obtain the
following support result due to Helgason.

Theorem 2.4.1. Let f be a continuous function on Rn such that for all k P Z�,

sup
xPRn

}x}k |fpxq|   8 (2.30)

If Rfpξq � 0 for all hyperplanes ξ such that dp0, ξq ¡ R, then f has support on
the closed ball BRp0q.
The case n � 1 being trivial, we can assume that n ¡ 1.

Fix any ǫ ¡ 0 and let φǫ be an approximate identity supported on Bǫp0q. Then
the convolution f � φǫ belongs to EpRnq and satisfies the estimate (2.30). In
addition, by (2.10), we see that Rpf � φǫqpω, pq � 0 whenever |p| ¡ R� ǫ. If we
can prove that f � φǫ has support in BR�ǫp0q, then letting ǫÑ 0 we see that f
has support in BRp0q.
Thus it suffices to assume that f P EpRnq.
We first deal with the simplest case possible, in which f is a radial function.
Thus there is an even C8 function F on R such that fpxq � F p}x}q. Then the
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Radon transform Rf is also radial: this means that there exists an even C8
function G on R such that Rfpω, pq � Gppq. Integrating f in polar coordinates,
it follows that F and G are related by the equation

Gppq � Ωn�1

» 8
0

F ppp2 � s2q 1

2 q sn�2 ds� Ωn�1

» 8
p

F ptq pt2 � p2qn�3

2 t dt (2.31)

This is an integral equation of Abel type for which there are standard methods
of solution [44], which we give below.

In case n is odd, the integral equation (2.31) can be solved using a differential
operator. In fact, if we apply the differential operator d{dpp2q � p1{2pq d{dp to
both sides pn� 3q{2 times, we obtain�

1

2p

d

dp


n�3

2

Gppq � p�1qn�3

2 Ωn�1

�
n� 3

2



!

» 8
p

F ptq t dt
We note that differentiating inside the integral sign is permissible because of
the decay assumption (2.30) on F .

Applying p1{pq d{dp one more time to the last equation above allows us to solve
for F in terms of G:

F ppq � �� 1

2πp

d

dp


n�1

2

Gppq (2.32)

Since, by hypothesis Gppq � 0 whenever p ¡ R, it follows that F ppq � 0
whenever p ¡ R.

For the general solution of (2.31), we put Hppq � Gppq{Ωn�1 and let m �pn� 3q{2. Thus we want to solve the integral equation

Hppq � » 8
p

F ptq pt2 � p2qm t dt (2.33)

for F . Fix s ¡ 0, then multiply both sides above by pp2 � s2qm p and integrate
with respect to p from s to 8:» 8

s

Hppq pp2 � s2qm p dp � » 8
s

�» 8
p

F ptq pt2 � p2qm t dt


 pp2 � s2qm p dp� » 8
s

F ptq t �» t

s

rpt2 � p2qpp2 � s2qsm p dp



dt

The change of order of integration is justified due to the decay assumption on
F and since the inner integral converges and is clearly bounded by a power of
t. To evaluate it, we use the substitution pt2 � s2q v � t2 � s2 � 2p2, so thatpt2 � p2qpp2 � s2q � 1

4
pt2 � s2q2 p1� v2q

41



and therefore» t

s

rpt2 � p2qpp2 � s2qsm p dp � pt2 � s2q2m�1

4m�1

» 1�1

p1� v2qm dv� Γpm� 1qΓ �
1
2

�
4m�1 Γ

�
m� 3

2

� pt2 � s2q2m�1

Thus» 8
s

Hppq pp2 � s2qm p dp � Γpm� 1qΓ �
1
2

�
4m�1 Γ

�
m� 3

2

� » 8
s

F ptq pt2 � s2q2m�1 t dt

Since 2m� 1 � n� 2 P Z�, we obtain

F psq � 2 Γ
�
m� 3

2

�
Γpm� 1qΓ �

1
2

� p2m� 1q! ��1

s

d

ds


2m�2 » 8
s

Hppq pp2 � s2qm p dp� Γ
�

n
2

�
π

n
2 pn� 2q! ��1

s

d

ds


n�1 » 8
s

Gppq pp2 � s2qn�3

2 p dp (2.34)

By hypothesis, Gppq � 0 for p ¡ R, so we see from the above that F psq � 0 for
s ¡ R. This proves the support theorem in the case when f is radial.

Let us now prove the main assertion in Theorem 2.4.1. For this, we will need
to make use of the mean value operator in Rn. For any r ¥ 0, we let M r denote
the operator on CpRnq given by

M rfpxq � 1

Ωn

»
Sn�1

fpx� rωq dω px P R
nq (2.35)

for all f P CpRnq. Thus M rf is the average value of f on the sphere Srpxq with
center x and radius r. Now, up to constant multiple, dω is the unique measure
on Sn�1 invariant under the left action of Opnq (or SOpnq). Hence we can also
write the above as

M rfpxq � »
Opnq fpx� k � yq dk (2.36)

for any y such that }y} � r.

Suppose that f P EpRnq and satisfies the estimate (2.30). Fix x0 P Rn and
define the function G on Rn by

Gpxq �M }x} fpx0q (2.37)

Then G is radial and satisfies the same estimate since for any m P Z�,}x}m |M }x} fpx0q| ¤ »
Opnq |fpx0 � k � xq| p}x0 � k � x} � }x0}qm dk
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so supx }x}m |Gpxq|   8.

Next we observe that RGpξq � 0 whenever dp0, ξq ¡ R� }x0}. In fact, for such
ξ we have

RGpξq � »
xPξ

»
Opnq fpx0 � k � xq dk dx� »

OpnqRfpx0 � k � ξq dk (2.38)

But then

dp0, x0 � k � ξq ¥ dp0, ξq � }x0} ¡ R

and so, by the hypothesis on Rf , the integrand in the right hand side of (2.38)
vanishes. Thus RGpξq � 0.

By the support theorem for radial functions, we conclude that Gpxq � 0 whenver}x} ¡ R� }x0}. Thus we have proved that»
Opnq fpx0 � k � xq dk � 0 (2.39)

for all x such that }x} ¡ R � }x0}. Now any sphere enclosing the closed ball
BRp0q is of the form Srpx0q, where r ¡ R � }x0}. Thus (2.39) shows that the
integral of f over any sphere enclosing BRp0q vanishes.

Lemma 2.4.2. Suppose that f P EpRnq satisfies the decay property (2.30). If»
S

fpxq dmpxq � 0

for any sphere S enclosing BRp0q, then fpxq � 0 for all x outside BRp0q.
To prove the lemma, we note that the hypothesis on f implies that»

B

fpxq dx � »
Rn

fpxq dx
for any ball B containing BRp0q in its interior. Thus

³
B
fpxq dx is constant for

all balls containing BRp0q.
Let B � Brpxq be any such ball. A slight perturbation of B leaves the value of
the

³
B
fpxq dx unchanged, and hence

0 � BBxj

»
Brp0q fpx� yq dy� »

Brp0q Bjfpx� yq dy� »
Brpxq Bjfpyq dy
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for each j, where Bjf denotes the partial derivative of f with respect to its jth
argument. Let ej denote the jth standard basis vector and let fej be the vector
field p0, . . . , f, . . . , 0q with f in the jth place. Then by the divergence theorem
the last integral above equals»

Srpxqpf ej � nqpyq dmpyq
where n is the outward unit normal to the sphere Srpxq at y. This shows that»

Sn�1

fpx� rωqωj dω � 0

But by hypothesis, »
Sn�1

fpx� rωq dω � 0

Thus »
Sn�1

fpx� rωq pxj � rωjq dω � 0

and so »
S

fpyq yj dmpyq � 0

for all spheres S enclosing BRp0q. Now fpyq yj satisfies the estimates (2.30) so
applying our argument inductively we conclude that»

S

fpyq ppyq dmpyq � 0

for any such sphere S, and for any polynomial ppyq on Rn. Since the set of
restrictions of polynomials ppyq to Srpxq is dense in L2pSrpxqq, this shows that
f � 0 on S and proves our lemma, as well as Theorem 2.4.1.

Note that we can replace the ball BRp0q in Theorem 2.4.1 by any compact
convex set B, since any such set is the intersection of the closed balls containing
it.

Corollary 2.4.3. Suppose that f and g are continuous functions on Rn satis-
fying the estimates (2.30). If Rfpξq � Rgpξq for all ξ outside a compact convex
set B, then f � g outside B.

The Support Theorem requires that f satisfy decrease properties such as (2.30),
as there are counterexamples when f decreases less rapidly at infinity. For
example, consider the function on R2 given by

fpx, yq � px � iyq�5

when px, yq is outside the unit disk, with f smooth on all of R2. (Such an f is
possible.) Then f P L1pR2q and by Cauchy’s theorem, Rfpξq � 0 for all lines ξ
outside the unit disk.
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Convolution with an approximate identity in Mpnq allows us to formulate a
support theorem for E 1pRnq.
Corollary 2.4.4. Let T P E 1pRnq such that RT has support in tξ P Ξn | dp0, ξq ¤
Ru. Then T has support in the closed ball BRp0q. In particular, R is injective
on E 1pRnq.
Proof. Let tfmu be an approximate identity in Mpnq. For any ǫ ¡ 0, fm �RT �
Rpfm � T q has support in tξ P Ξn | dp0, ξq ¤ R � ǫu when m is sufficiently
large. Since fm � T P DpRnq, the support theorem shows that it has support in
BR�ǫp0q. Since fm � T converges weakly to T , we see that T is supported in
BR�ǫp0q. This proves the corollary, since ǫ is arbitrary.

If f P CpRnq satisfies (2.30), Corollary 2.4.3 shows us that there is a unique
solution to the following exterior problem: determine fpxq for all x outside a
compact convex set B from its integrals Rfpξq for all ξ disjoint from B. While
the Radon inversion formula (2.20) takes into account the integrals Rfpξq for all
hyperplanes ξ, it is often desirable to recover fpxq outside B only from Radon
data outside B. For example, B may contain a beating heart, a pacemaker, or
some metallic object which completely absorbs X rays.

In practice, one recovers f from the exterior data Rfpξq through reconstruction
algorithms using singular value decompositions and other methods, which we
will not discuss in these notes. See, for example, [34] for one such algorithm.

The Support Theorem also shows that a function f can be recovered from
limited angle data. More precisely, a compactly supported function f on Rn can
be recovered from its Radon transforms Rfpω, pq, where the normal vectors ω
are allowed to vary only inside a spherical cap in Sn�1.

Theorem 2.4.5. For any ω0 P Sn�1 and any number α such that 0   α   1,
let Cαpω0q be the spherical cap xω, ω0y ¡ α. Suppose that f P CcpRnq satisfies
Rfpω, pq � 0 for all p ¡ 0 and all ω P Cαpω0q. Then fpxq � 0 for all x in the
half space xx, ω0y ¡ 0.

Proof. We can assume that ω0 is the north pole en. Let BRp0q be an open ball
containing the support of f . Fix ǫ ¡ 0, and for any s ¡ 0 consider the ball
B � Bs�ǫp�s enq. We can choose s so large that for all ω R Cαpenq and all
p ¡ 0, any hyperplane ξpω, pq disjoint from B is also disjoint from BRp0q. (See
Figure 2.2 below.)

We now claim that Rfpξq � 0 for all hyperplanes ξ disjoint from B. Since B
contains Bǫp0q, any such hyperplane is of the form ξ � ξpω, pq with ω P Sn�1

and p ¡ ǫ. If ω P Cαpenq, our claim is true by hypothesis. If ω R Cαpenq, the
our claim is also true by the observation in the previous paragraph.
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BRp0q
Bs�ǫp�senq

Cαpenq
ξpω, pq

0

Figure 2.2: ω R Cαpenq and ξpω, pq disjoint from B

Thus, by the Support Theorem, we conclude that fpxq � 0 for all x outside B.
Lettin s Ñ 8, it follows that fpxq � 0 for all x in the half plane xx, eny ¡ ǫ.
Then letting ǫÑ 0, we obtain our desired conclusion.

As a corollary, we see that if f P CcpRnq such that Rfpω, pq � 0 for all p and
all ω P Cαpω0q, then fpxq � 0 for all x.

In limited angle tomography, algorithms for recovering a function f are analyzed
given tomographic data Rfpω, pq, where ω is limited to some open subset of
Sn�1. See [3], [13], or [33] for methods and analysis behind aspects of this
important problem.

2.5 Moment Conditions and Range Characteri-

zation

The Projection-Slice Theorem shows that the classical Radon transform R is
injective on L1pRnq, and hence on SpRnq. Our objective in this section is to
characterize the range RSpRnq.
So let f P SpRnq. For any ω P Sn�1, the function x ÞÑ xx, ωy is constant on each
hyperplane orthogonal to ω. This fact allows us to obtain necessary conditions
on the range of R.
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For any k P Z�, we have» 8�8 Rfpω, pq pk dp � » 8�8 pk

�»xx,ωy�p

fpxq dmpxq� dp� »
Rn

fpxq xx, ωyk dx
The right hand side above is a homogeneous polynomial Pkpωq of degree k in ω.

A function ϕ P SpRnq is said to satisfy the Helgason moment conditions if, for
every k P Z�, there exists a homogeneous polynomial function Pk of degree k
on Rn such that » 8�8 ϕpω, pq pk dp � Pkpωq (2.40)

Let SH pΞnq denote the vector space of all ϕ P SpΞnq satisfying the Helgason
moment conditions. We have shown that RSpRnq � SHpΞnq.
Theorem 2.5.1. RSpRnq � SHpΞnq.
Proof. Suppose that ϕ P SHpΞnq. We want to produce an f P SpRnq such that
Rf � ϕ. If such an f does exist, the projection-slice theorem tells us what it
must be.

Explicitly, let us take the one-dimensional Fourier transform of ϕ along its
second argument. Define the function Φ P SpΞnq by

Φpω, sq � » 8�8 ϕpω, pq e�ips dp (2.41)

Since Φpω, sq � Φp�ω,�sq, there exists a function F on Rnzt0u such that
F psωq � Φpω, sq for all ω and all s � 0. Since s and n � 1 of the coordinates
of ω act as local coordinates on small open sets on R

nzt0u, we see that F P
C8pRnzt0uq.
Because of the moment conditions (2.40) for k � 0, Φpω, 0q is homogeneous of
degree 0, and hence constant, in ω. Thus we can put F p0q � Φpω, 0q, and the
relation F psωq � Φpω, sq is true for all s and ω.

It is easy to show that F is continuous at 0. In fact, suppose that there is an ǫ ¡ 0
and a sequence sjωj in Rn converging to 0 but with |F psjωjq � F p0q| ¡ ǫ. By
taking a subsequence of the ωj , we can assume that ωj Ñ ω0 for some ω0 P Sn�1.
Then since sj Ñ 0, it follows that F psjωjq � Φpωj, sjq Ñ Φpω0, 0q � F p0q, a
contradiction.

We would now like to prove that F P SpRnq. Once we establish this, the rest of
the proof is an easy consequence of the projection-slice theorem. In fact, let f
be the inverse Fourier transform of F :

fpyq � 1p2πqn »
Rn

F pxq ei xx,yy dx
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Then

F psωq � rfpsωq� » 8�8Rfpω, pq e�ips dp

Comparing with (2.41), we see that Rf � ϕ, as desired.

Now we already know that F P C8pRnzt0uq XCpRnq. Let us now show that F
is smooth at 0. This is the most technical part of the proof.

For this, it will suffice to prove that all partial derivatives of F , of all orders,
are bounded on the punctured ball B1p0qzt0u. We will do so by expressing each
mth order partial derivative BmFBxi1 � � � Bxim

(2.42)

in polar coordinates. Let ǫ be a fixed small positive number. We will prove that
(2.42) is bounded on the conical sector consisting of all points x � sω where
0   s   1 and ωn ¡ ǫ. As the punctured ball is the union of finitely many such
sectors, this will be enough to prove the smoothness of F at the origin.

On our given sector, we can use ω1, . . . , ωn�1, s as local coordinates. Then by
the chain rule, BBxj

� ωj

BBs � n�1̧

i�1

�
δij � ωiωj

s


 BBωi

(2.43)

for 1 ¤ j ¤ n� 1, andBBxn

� p1� ω2
1 � � � � � ω2

n�1q 1

2

� BBs � n�1̧

i�1

ωi

s

BBωi

�
(2.44)

From this, it is straightforward to prove, by induction on m, that in these
coordinates, the partial derivative (2.42) is of the form

J̧,k

AJ,kpω1, . . . , ωn�1q
sm�k

B|J|�kFBωj1
1 � � � Bωjn�1

n�1 Bsk
(2.45)

In the above, AJ,k is a C8 function of pω1, . . . , ωn�1q, and the sum ranges over
all multiindices J � pj1, . . . , jn�1q and all nonnegative integers k such that|J | � k ¤ m. From (2.43) and (2.44), and because of the fact that p1 � ω2

1 �� � ��ω2
n�1q1{2 ¡ ǫ, it is not hard to see that the AJ,k are bounded in the sector.
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Now by the moment conditions we have

F psωq � » 8�8 ϕpω, pq �m�1̧

k�1

p�ipsqk
k!

� emp�ipsq� dp� m�1̧

k�1

p�iqkPkpsωq
k!

� » 8�8 ϕpω, pq emp�ipsq dp
where emp�ipsq � °8

k�mp�ipsqk{k!. Since the sum on the right hand side above
is a polynomial of degree ¤ m� 1 in x � sω, its mth order derivatives vanish.
Thus we need only apply (2.45) to the integral on the right hand side above.
But

1

sm�k

BkBsk

» 8�8 ϕpω, pq emp�ipsq dp � » 8�8 ϕpω, pq p�ipqm �
em�kp�ipsqp�ipsqm�k



dp

Hence

1

sm�k

B|J|�kBωj1
1 � � � Bωjn�1

n�1 Bsk

» 8�8 ϕpω, pq emp�ipsq dp� » 8�8 B|J|Bωj1
1 � � � Bωjn�1

n�1

ϕpω, pq p�ipqm �
em�kp�ipsqp�ipsqm�k



dp

Now the fraction em�kpitq{pitqm�k is a bounded C8 function of t and since
ϕ P SpSn�1 � Rq, we have the estimate����� B|J|Bωj1

1 � � � Bωjn�1

n�1

ϕpω, pq p�ipqm�����   CJ,m

1� |p|2
where CJ,m is a positive constant independent of the ωj . This shows that
the derivatives (2.42) are bounded on the sector, and completes the proof that
F P EpRnq.
Finally we prove that F P SpRnq. For this, it is enough to verify the rapid
decrease condition (2.11) on the sector x � sω with s ¡ 0 and ωn ¡ ǫ. On
this sector, we can express the mth order partial derivative (2.42) in polar
coordinates by (2.45). The functions AJ,kpωq are bounded in this sector, and
for any nonnegative N we have

sN B|J|�kFBωj1
1 � � � Bωjn�1

n�1 Bsk� p�iqN » 8�8 B|J|FBωj1
1 � � � Bωjn�1

n�1

� BNBpN

�p�ipqk ϕ� pω, pq e�ips dp

Since ϕ P SpΞnq, the absolute value of the right hand integral has a bound
independent of s. This proves that F P SpRnq.
This completes the proof of Theorem 2.5.1.
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We can now combine Theorem 2.5.1 above and the support Theorem 2.4.1 to
give a precise characterization of the range of DpRnq under the classical Radon
transform. Let DHpΞnq � DpΞnq X SHpΞnq.
Theorem 2.5.2. RDpRnq � DHpΞnq.
Let us recall from (2.7) that the Radon transform of a distribution T P E 1pRnq
is defined by

RT pϕq � Ωn T pR�ϕq (2.46)

for all ϕ P DpΞnq. Thus RT P E 1pΞnq. We identify distributions on Ξn with
even distributions on Sn�1 � R; i.e., distributions Ψ on Sn�1 � R such that
Ψpϕq � Ψpϕ�q, where ϕ�pω, pq � ϕp�ω,�pq.
Convolution with an approximate identity in the motion group Mpnq allows
us to characterize the range of the Radon transform on compactly supported
distributions.

Theorem 2.5.3. Let E 1HpΞnq be the set of all Ψ P E 1pΞnq which satisfy the
following moment conditions: for each k P Z�, there is a homogeneous degree k
polynomial Pk on Rn such that»

Sn�1�R

hpωq pk dΨpω, pq � »
Sn�1

hpωqPkpωq dω (2.47)

for all h P EpSn�1q. Then RE 1pRnq � E 1HpΞnq.
Proof. Suppose that T P E 1pRnq. Let k P Z� and h P EpSn�1q. Then by (2.46),
we have»

Sn�1�R

hpωq pk dpRT qpω, pq � »
Rn

»
Sn�1

hpωq xω, xyk dω dT pxq� »
Sn�1

hpωq �»
Rn

xω, xyk dT pxq
 dω

by the Fubini theorem for distributions. The inner expression»
Rn

xω, xyk dT pxq
is clearly a homogeneous degree k polynomial in the coordinates of ω. This
shows that RT P E 1HpΞnq.
For the converse, we first observe that if Ψ is a compactly supported C8 function
on Ξn, then the moment conditions (2.40) and (2.47) are equivalent. Now
suppose Ψ P E 1HpΞnq. Then for any g P Mpnq, the translate Ψτpgq also belongs
to E 1HpΞnq. In fact, if σ P Opnq, then»

Sn�1�R

hpωq pk dΨτpσqpω, pq � »
Sn�1

hpωqPkpσ�1 � ωq dω
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and if y P Rn, then»
Sn�1�R

hpωq pk dΨτpyqpω, pq � »
Sn�1�R

hpωq pp� xω, yyqk dΨpω, pq� »
Sn�1

hpωq � ķ

l�0

�
k

l



Plpωq xω, yyk�l

�
dω

Let thmu be an approximate identity in Mpnq. Then, by the above, the hm �Ψ
are C8 functions satisfying the Helgason moment conditions (2.40). Thus by
Theorem 2.5.2 there exist functions fm P DpRnq such that hm � Ψ � Rfm. If
Ψ has support in tξ P Ξn | dp0, ξq ¤ Ru, then for all sufficiently large m, fm has
support in the closed ball BR�1p0q in R

n.

By the Radon inversion formula, fm � cn R�pΛphm �Ψqq, where Λ is the oper-
ator (2.19). Now Λ can be extended to a weakly continuous map from E 1pΞnq to
D1pΞnq. By the remark after Proposition 1.2.3, R� is weakly continuous from
D1pΞnq to D1pRnq. From this we see that the sequence fm converges weakly in
D1pRnq to the distribution T � cnR

�pΛΨqq. Clearly T has support in BR�1p0q.
Since R is weakly continuous from E 1pRnq to E 1pΞnq, and since fm Ñ T and
hm �Ψ Ñ Ψ, we conclude that RT � Ψ, as desired.

It will now be useful to formulate the moment conditions (2.40) in terms of

spherical harmonics. For any l P Z�, let us assume that tYlmudplqm�1 is an or-
thonormal basis, in L2pSn�1q, for the area measure dω, of the vector space of
degree l spherical harmonics. We can assume that the Ylm are real-valued.

Any function ϕ P EpSn�1 � Rq has a spherical harmonic expansion

ϕpω, pq �
ļ¥0

dplq̧
m�1

glmppqYlmpωq (2.48)

where

glmppq � »
Sn�1

ϕpω, pqYlmpωq dω (2.49)

The series (2.48) converges in the topology of EpSn�1 �Rq. Hence it converges
absolutely and uniformly on compact sets and can be differentiated term by
term in p and ω (see [41]).

Exercise 2.5.4. Suppose that g P DpRq such that» 8�8 gppq pk dp � 0

for all k   l. Show that gppq � dlfppq{dpl for some f P DpRq. Does this result
hold for g P SpRq?
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Proposition 2.5.5. Suppose that ϕ P DpΞnq has spherical harmonic expansion
(2.48). Then ϕ P RpDpRnqq if and only if there exist even functions flm P DpRq
such that

glm � dl

dpl
flm

for all l, m.

Proof. If ϕ P RpDpRnqq, then satisfies the moment conditions (2.40). Since
ϕpω, pq � ϕp�ω,�pq, (2.49) gives

glmp�pq � p�1ql glmppq (2.50)

Now for each k P Z�, we have»
Sn�1

ϕpω, pq pk dp �
ļ¥0

dplq̧
m�1

Ylmpωq » 8�8 glmppq pk dp

Since the left hand side is a homogeneous polynomial of degree k in ω, it follows
that » 8�8 glmppq pk dp � 0 (2.51)

for all l ¡ k.

From Exercise 2.5.4, we see that each glm is the lth derivative of a function
flm P DpRq, and in view of (2.50), we can take just its even part and assume
that flm is an even function on R.

Conversely, suppose that ϕ P DpΞnq has spherical harmonic expansion (2.48),
where glmppq � dlflm{dpl for even functions flm P DpRq. Then (2.51) holds,
and so » 8�8 ϕpω, pq pk dp � ¸

0¤l¤k
k�l even

dplq̧
m�1

alm Ylmpωq (2.52)

where

alm � » 8�8 glmppq pk dp� k!pk � lq! » 8�8 flmppq pk�l dp

The right hand side of (2.52) is a homogeneous degree k polynomial in ω, since
if k � l is even, then

Ylmpωq � Ylmpωq pω2
1 � � � � � ω2

nq k�l
2

Thus ϕ satisfies the moment conditions (2.40), so by Theorem 2.5.2, ϕ P RpDpRnqq.
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The characterization above of the range RDpRnq by spherical harmonics in turn
allows us to determine the null space N of the dual transform on EpΞnq. Suppose
now that ψ P EpΞnq such that R�ψ � 0. By the duality (2.6) between the Radon
and dual transforms, we have»

Rn

fpxqR�ψpxq dx � 1

Ωn

»
Sn�1�R

Rfpω, pqψpω, pq dp dω (2.53)

for all f P DpRnq. Since R�ψ � 0, the right hand side above equals 0 for all f .

Let us expand ψ according to (2.48):

ψpω, pq � ¸
lPZ� dplq̧

m�1

hlmppqYlmpωq (2.54)

Since the right hand side of (2.53) vanishes for all ψ � Rf (for f P DpRnq), it
follows that » 8�8 hlmppq dlF

dpl
ppq dp � 0 (2.55)

for all even F P DpRq, and hence for all F P DpRq. This implies that dlhlm{dpl �
0, and so hlmppq is a polynomial in p of degree  l. Since hlmp�pq � p�1ql hlmppq,
we see that hlm consists of terms with the same parity as l.

Conversely, if ψ P EpΞnq has expansion (2.54) where each hlm is a polynomial
of degree   l, then the relation (2.55) will hold for all F P DpRq, and this will
in turn imply that the right hand side of (2.53) vanishes. Thus R�ψ � 0.

We summarize our result about N as follows.

Proposition 2.5.6. Let ψ P EpΞnq have the spherical harmonic expansion
(2.54). Then ψ P N if and only if hlmppq is a polynomial of degree   l.

Finally, we can use the description of the null space N above to show that the
range RE 1pRnq of the Radon transform on compactly supported distributions on
Rn is a closed subset of E 1pΞnq. This range was characterized earlier in Theorem
2.5.3.

Proposition 2.5.7. Let Ψ P E 1pΞnq. Then Ψ P RE 1pRnq if and only if Ψpψq � 0
for all ψ P N .

Proof. By Theorem 2.5.3, RE 1pRnq � E 1HpΞnq. Suppose that Ψ P E 1HpΞnq. Let
ψ P N and consider the expansion (2.54) of ψ in spherical harmonics, where
each hlmppq is a polynomial in p of degree   l. This expansion converges in
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EpΞnq, so by (2.47),

Ψpψq � »
Sn�1�R

Ylmpωqhlmppq dΨpω, pq� ¸
lPZ� dplq̧

m�1

»
Sn�1

YlmpωqPlmpωq dω,
where Plmpωq is a polynomial in ω of degree   l. Since Plm is a sum of spherical
harmonics of degree   l, we see that the right hand side above equals 0.

Conversely, suppose that Ψ P E 1pΞnq such that Ψpψq � 0 for all ψ P N . Fix
k P Z�, and let h P EpSn�1q. We expand h in spherical harmonics

hpωq � ¸
lPZ� dplq̧

m�1

alm Ylmpωq
Then from the hypothesis we see that»

Sn�1�R

hpωq pk dΨpω, pq �
ļ¤k

k�l even

dplq̧
m�1

alm

»
Sn�1�R

Ylmpωq pk dΨpω, pq�
ļ¤k

k�l even

dplq̧
m�1

�»
Sn�1

hpηqYlmpηq dη
 »
Sn�1�R

Ylmpωq pk dΨpω, pq� »
Sn�1

hpηqPkpηq dη,
where

Pkpηq �
ļ¤k

k�l even

dplq̧
m�1

�»
Sn�1�R

Ylmpωq pk dΨpω, pq
 Ylmpηq
For k � l even, each Ylmpηq can be thought of as a homogeneous polynomial
of degree k in η. Thus Pkpηq is a homogeneous polynomial in η. Since h is
arbitrary, this shows that Ψ P E 1HpΞnq.
Proposition 2.5.7 can also be proved using approximate identities in Mpnq.
Theorem 2.5.8. (Hertle [21]) R�EpΞnq � EpRnq.
Proof. This is an immediate consequence of Theorem 1.2.5, since R is injective
on E 1pRnq and RE 1pRnq is a closed subspace of E 1pΞnq.
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Additional notes on the dual transform. It turns out that while the dual trans-
form is not injective on EpΞnq, it is in fact injective on SpΞnq, and can be
inverted by the formula

cn ϕ � RpΛR�ϕq (2.56)

where cn is given by (2.17). See [39] or the interesting paper be Madych and
Solmon [28] for this result.
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Chapter 3

The d-plane Transform on

R
n

3.1 The Space of d-planes and the Incidence Re-

lation

In this chapter we study the transform which integrates functions on Rn over
d-planes. The classical Radon transform is obviously a special case of this,
corresponding to the case d � n � 1. In the case d � 1, the transform is often
of special interest and is called the X-ray transform.

The affine Grassmannian Gpd, nq is the set of unoriented d-planes in Rn. Thus,
in particular, Gpn � 1, nq � Ξn. The motion group Mpnq acts transitively on
Gpd, nq; if we let σ0 denote the d-dimensional subspace R e1�� � ��R ed, then the
isotropy subgroup Hd of Mpnq at σ0 is Opσ0q
σ0, where Opσ0q is the subgroup
of Opnq fixing σ0 and the second factor σ0 in the semidirect product represents
the translations in Rn by points in σ0. If we identify σ0 with Rd, then the
isotropy subgroup becomes Hd � rOpdq �Opn� dqs 
 Rd � Mpdq �Opn� dq.
Thus Gpd, nq � Mpnq{pMpdq �Opn� dqq, and so its dimension is npn� 1q{2�
dpd� 1q{2� pn� dqpn� d� 1q{2 � pd� 1qpn� dq. In particular, dim Rn � n  
dimGpd, nq unless d � 0 or d � n� 1.

For each ξ P Gpd, nq, let πpξq be the parallel d-plane through the origin. The
parallel translation ξ ÞÑ πpξq is then a mapping from Gpd, nq onto the Grass-
mann manifold Gd,n of d-dimensional subspaces of R

n. If we let σ � πpξq, then
the orthogonal complement σK intersects ξ at exactly one point x. We put

ξ � pσ, xq, (3.1)
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and note that since π�1pσq can be naturally identified with the vector space σK,
the space Gpd, nq is a vector bundle of rank n� d over Gd,n.

b

b txu � ξ X σKσ � πpξq ξ

0

σK
Figure 3.1: ξ � pσ, xq

Consider the double fibration

Mpnq{L
wwnnnnnnnnnnnn

((QQQQQQQQQQQQ

Rn � Mpnq{Opnq Gpd, nq � Mpnq{Hd

where L � OpnqXHd � Opdq�Opn�dq. Then the set of all d-planes ξ incident
to the origin 0 is the orbit Opnq � σ0, the set of all d-planes through the origin.
Thus ξ P Gpd, nq is incident to 0 if and only if 0 lies in ξ. By left translation, we
see that ξ P Gpd, nq is incident to x P Rn if and only if x lies in ξ. Thus we can

identify pξ with ξ itself, while qx is the set of all d-planes ξ containing x. This
set is an orbit of the subgroup Opxq on Mpnq fixing x, and is diffeomorphic to
Gd,n.

The Lebesgue measure on pσ0 � σ0 � Rn is invariant under the isotropy subgroup
Hd, so we will take this to be the measure dmσ0

in (1.6). If ξ P Gpd, nq, then
by left translating by an appropriate element of Mpnq, we see that dmξ will be
the Lebesgue measure on ξ.

Thus the Radon transform corresponding to the above incidence relation be-
tween Rn and Gpd, nq just integrates a function f on Rn over all d-planes:

Rfpξq � »
ξ

fpxq dmξpxq (3.2)
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We call the map f ÞÑ Rf the Radon d-plane transform. If ξ � pσ, xq, we can
write the left hand side above as Rfpσ, xq.
From Figure 3.1 we see that

Rfpσ, xq � »
σ

fpx� yq dmσpyq (3.3)

for all σ P Gd,n and all x P σK. If f P L1pRnq, then Fubini’s theorem implies
that for each σ P Gd,n, the d-plane transform Rfpσ, xq exists for almost all
x P σK.

There is a projection-slice theorem for the d-plane transform, which is given as
follows. For any y P Rn, choose any σ P Gd,n such that y P σK. Thenrfpyq � »

Rn

fpwq e�i xw,yy dw� »
σK »σ

fpx� uq e�i xx�u,yy dmpuq dx� »
σK Rfpσ, xq e�i xx,yy dx (3.4)

where dmpuq � dmσpuq is Lebesgue measure on σ, and the dx in the last integral
refers to Lebesgue measure on σK.

It follows immediately from (3.4) that the d-plane transform f ÞÑ Rf is injective
on L1pRnq.
A similar computation shows that if f P SpRnq, then Rf satisfies the forward
moment conditions: for every k P Z�, there is a homogeneous polynomial Pk of
degree k on Rn such that if y P Rn, then

Pkpyq � »
σK Rfpσ, xq xx, yyk dx (3.5)

for all σ P Gd,n such that y P σK. (See Section 4.1 below.)

While it is possible to recover a function f P SpRnq from its d-plane transform
Rf through (3.4), we can obtain a more direct inversion method when d is even.
For this, we will need to make use of the polar coordinate form of the Laplace
operator on Rn.

If we write any point x � 0 P Rn as x � rω, with r ¡ 0 and ω P Sn�1, then

L � B2Br2 � n� 1

r

BBr � 1

r2
LSn�1 (3.6)

where LSn�1 is the Laplace-Beltrami operator on the Riemannian manifold
Sn�1. (See Section 5.2 below or [17], Chapter 2.)
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In particular, if f is a radial C2 function on Rn, with fprωq � F prq, thenpLfqprωq � F 2prq � n� 1

r
F 1prq (3.7)

Recall now the mean value operator M r on Rn defined in (2.35), which takes
the average of functions over spheres of radius r:

M rfpxq � »
Opnq fpx� k � pr e1qq dk� 1

Ωn

»
Sn�1

fpx� rωq dω
We recall, for instance, that f P C2pRnq is harmonic if and only if M rf � f .

In the first equation above, we can replace re1 by any y P Rn such that }y} � r,
so we can write the left hand side as Mdp0,yqfpxq.
Proposition 3.1.1. Given a function f P C2pRnq, let F px, yq � Mdp0,yqfpxq.
Then

Lx F px, yq � Ly F px, yq (3.8)

and hence

LxpM r fpxqq � � B2Br2 � n� 1

r

BBr
 M rfpxq (3.9)

The relation (3.9) is known as the Darboux equation.

Proof. Note that since L is Mpnq-invariant,

Lx F px, yq � Lx

»
Opnq fpx� k � yq dk� »

Opnq Lx fpx� k � yq dk� »
Opnq Lfpx� k � yq dk (3.10)� »
Opnq Lyfpx� k � yq dk� Ly

»
Opnq fpx� k � yq dk

This proves (3.8). Equation (3.9) then follows from (3.7).

Note that the expression (3.10) shows that LpM rfqpxq �M rpLfqpxq.
The following theorem gives an inversion formula for the d-plane transform when
d is even.
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Theorem 3.1.2. Suppose that d is even. If f P SpRnq, then

cd,n fpxq � pLxq d
2 pR�Rfqpxq (3.11)

where

cd,n � p�4πq d
2

Γ
�

n
2

�
Γ
�

n�d
2

� (3.12)

Proof. For x P R
n, let us first calculate R�Rfpxq:
R�Rfpxq � »

OpnqRfpx� k � σ0q dk� »
Opnq »σ0

fpx� k � yq dmpyq dk
(since R commutes with the left action of Mpnq)� »

σ0

»
Opnq fpx� k � yq dk dy� »

σ0

Mdp0,yqfpxq dmpyq� Ωd

» 8
0

M rfpxq rd�1 dr (3.13)

Put F prq �M rfpxq. If we apply the Laplace operator to both sides above and
use the Darboux equation (3.9), we obtain

Lx pR�Rfqpxq � Ωd

» 8
0

�
F 2prq � n� 1

r
F 1prq
 rd�1 dr

If d � 2, then an integration by parts shows that the right hand side above
equals p2 � nqΩd F p0q � p2 � nqΩd fpxq. If d ¥ 4, integrating by parts twice
yields �pn� dqpd� 2qΩd

» 8
0

F prq rd�3 dr

Repeating this procedure gives us

L
d
2

x pR�Rfqpxq � p�1q d
2 rpn�dqpn�pd�2qq � � � pn�2qsrpd�2qpd�4q � � � 2sΩdfpxq,

which is precisely the formula (3.11).

When n is odd, then n � 1 is even, and the inversion formula (2.22) for the
classical Radon transform is a special case of (3.11).
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3.2 Fractional Powers of the Laplacian and Riesz

Potentials

In this section we define fractional powers of the negative Laplacian. Our pri-
mary purpose is to obtain the inversion formula for the Radon d-plane transform
on Rn when d is odd. The key to defining such fractional powers is the identitypp�Lqpfq�pξq � }ξ}2p rfpξq pξ P R

nq (3.14)

valid for all f P SpRnq and all p P Z
�. Note that if ξ � 0, the map ξ ÞÑ }ξ}2p �

e2p ln }ξ} is holomorphic on C. Thus the idea is to extend the equation (3.14) to
an arbitrary complex parameter p by defining an appropriate integral operator
on f when p is complex.

For α P C, consider the function tα� on R given by

tα� � #
tα if t ¡ 0

0 if t ¤ 0
(3.15)

Then tα� is locally integrable if and only if Reα ¡ �1. The resulting distribution
clearly belongs to S 1pRq, and depends holomorphically on α in the sense that
for any h P SpRq, the map

α ÞÑ tα�phq
is holomorphic on the half plane tα P C |Reα ¡ �1u. (This is most easily seen
using Morera’s theorem on the right hand side as a function of α.) We will call
tα� a weakly holomorphic distribution-valued function of α.

Next we show that the map α ÞÑ tα� can be extended to a weakly meromorphic
distribution-valued function on the whole complex plane, with poles at α ��1,�2, . . . For this, we note that if h P SpRq, then

tα�phq � » 1

0

�
m̧

k�1

hpk�1qp0qpk � 1q! tk�1

�
tα dt� » 1

0

�
hptq � m̧

k�1

hpk�1qp0qpk � 1q! tk�1

�
tα dt� » 8

1

hptqtα dt� m̧

k�1

hpk�1qp0qpk � 1q!pα� kq � » 1

0

�
hptq � m̧

k�1

hpk�1qp0qpk � 1q! tk�1

�
tα dt� » 8

1

hptqtα dt (3.16)

By the integral form of the Taylor remainder theorem, we have

hptq � m̧

k�1

hpk�1qp0qpk � 1q! tk�1 � 1pm� 1q! » t

0

pt� sqm�1 hpmqptq dt
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For small t, the right hand side is clearly bounded in absolute value by Ch t
m

for some constant Ch (depending on h). Thus the integrand in the first integral
in (3.16) is dominated in absolute value by Ch t

m�Reα for small t. This integral
therefore converges absolutely for Reα ¡ �m � 1, and we may define tα�phq
by the right hand side of (3.16) for α in this half plane, provided that α ��1, . . . ,�m.

Since m is arbitrary, we obtain a meromorphic function α ÞÑ tα�phq on C with
simple poles at α � �1,�2, . . .. The right hand side of (3.16) also shows that for
fixed α, the map h ÞÑ tα�phq is continuous on SpRq and is therefore a tempered
distribution on R.

From (3.16) we see that the residue of α ÞÑ tα� at the simple pole α � �k is the
point distribution p�1qk�1 δ

pk�1q
0pk � 1q! (3.17)

where δ0 is the Dirac delta function at 0.

Next, for a complex parameter α, let us consider the function }x}α on Rnzt0u.
This function is locally integrable if Reα ¡ �n and therefore gives rise to a
tempered distribution on Rn. If f P SpRnq, we have}x}αpfq � »

Rn

}x}α fpxq dx� » 8
0

»
Sn�1

tα fptωq tn�1 dω dt� Ωn

» 8
0

tα�n�1M tfp0q dt� Ωn t
α�n�1� pM tfp0qq (3.18)

In accordance with (3.16), the right hand side above can be extended to a
meromorphic function of α, with simple poles at α � �n,�n � 2,�n � 4, . . ..
The apparent simple poles at α � �n � 1,�n � 3, . . . do not exist since the
residue at α� n� 1 � �k for k even is given by

1pk � 1q! dpk�1q
dtpk�1qM tfp0q����

t�0

(3.19)

which vanishes since t ÞÑM tfp0q is an even C8 function of t. Now it is not hard
to see that linear map f ÞÑ F ptq �M tfp0q is continuous from SpRnq to SepRq,
the subspace of even functions in SpRq. Thus (3.18) shows that α ÞÑ }x}α is a
weakly meromorphic function on C, with values in S 1pRnq.
From (3.19) we see that the residue of α ÞÑ }x}α at the simple pole α � �n is
Ωn δ0, where δ0 now denotes the Dirac delta function at 0 P Rn.
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Proposition 3.2.1. The Fourier transform of the tempered distribution }x}α
is given by p}x}αq� � 2n�α π

n
2 Γ

�
n�α

2

�
Γ
��α

2

� }ξ}�n�α (3.20)

for α P C, α R �n� 2Z�.

Note that the simple poles of }ξ}�n�α on the right hand side above are cancelled
by those of Γ

��α
2

�
.

Proof. By the well known fact that the Fourier transform of the Gaussian e�}x}2
is π

n
2 e� }ξ}2

4 , we can start with the relationp2πqn »
Rn

fpξq e�t}ξ}2 dξ � t�n
2 π

n
2

»
Rn

rfpxq e� }x}2
4t dx,

valid for all f P SpRnq. Let us multiply both sides above by t
α�n

2
�1 and integrate

with respect to t on p0,8q. Then by Fubini’s theorem, we obtain

2n π
n
2

»
Rn

fpξq » 8
0

e�t}ξ}2 tα�n
2

�1 dt dξ � »
Rn

rfpxq » 8
0

e� }x}2
4t t

α
2
�1 dt dx

The inner integral on the left hand side above equals

Γ

�
n� α

2


 }ξ}�n�α

whereas the inner integral on the right equals

2�α }x}α » 8
0

e�u u�α
2
�1 du � 2�α Γ

��α
2

	 }x}α
We obtain

2n�α π
n
2 Γ

�
n�α

2

�
Γ
��α

2

� »
Rn

fpξq }ξ}�n�α dξ � »
Rn

rfpxq }x}α dx
The above calculations are valid for �n   Reα   0. Since f is arbitrary, we
have established the relation (3.20) for such α. By analytic continuation, (3.20)
then follows in general.

For γ P Cn � Cztn� 2Z�u, the Riesz potential Iγ is the operator defined by

Iγf � Hnpγq f � }x}γ�n (3.21)

for f P SpRnq, where Hnpγq is the constant

Hnpγq � Γ
�

n�γ
2

�
2γπ

n
2 Γ

�
γ
2

� (3.22)
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Note that the simple poles of }x}γ�n are cancelled out by those of Γ
�

γ
2

�
.

By Proposition 3.2.1 and the definition (3.21), we obtainpIγfq�pξq � }ξ}�γ fpξq pξ P R
nq (3.23)

for all f P SpRnq and γ P Cn. In particular,

I0 f � f, (3.24)

a fact which can also be verified directly from the remark above about the residue
of }x}α at α � �n. The Riesz potentials also commute with the Laplacian, and
in fact p�Lq Iγf � Iγpp�Lqfq � Iγ�2 f pf P SpRnqq
for γ and γ � 2 in Cn, since the Fourier transform of all three functions above
equals }ξ}2�γ rfpξq.
If p P �p1{2qCn, we now define the complex power p�Lqp of the negative Lapla-
cian by p�Lqp � I�2p (3.25)

Then by Proposition 3.2.1 we see thatpp�Lqpfq�pξq � }ξ}2p rfpξq (3.26)

for all f P SpRnq. This generalizes the same relation when p is a nonnegative
integer.

Proposition 3.2.2. Suppose that Reα ¡ 0, Reβ ¡ 0 and Repα�βq   n. Then

Iα Iβpfq � Iα�βpfq
for all f P SpRnq.
Proof. Note that because Re β ¡ 0, the integral»

Rn

fpx� yq }y}β�n dy (3.27)

converges absolutely for all f P SpRnq.
We now observe that, while Iβf is not necessarily in SpRnq, it does satisfy the
estimate |Iβfpxq| ¤ C p1� }x}qRe β�n (3.28)

for some constant C. This is because we can break up the integral (3.27) into
two parts»

Rn

fpx� yq }y}β�n dy � »}y}¤ 1

2
}x} fpx� yq }y}β�n dy� »}y}¥ 1

2
}x} fpx� yq }y}β�n dy (3.29)

65



The second integral is bounded above in absolute value by���x
2

���Re β�n
»

Rn

|fpzq| dz (3.30)

Now for any M ¡ 0, there is a constant CM such that |fpzq| ¤ CM p1�}z}q�M .
Moreover, if }y} ¤ 1

2
}x}, then }x� y} ¥ 1

2
}x}. Thus the first integral in (3.29)

is bounded above in absolute value by

CM p1� }x{2}q�M

»}y}¤ 1

2
}x} }y}Re β�n dy � CM Ωn

Reβ
p1� }x{2}q�M }x{2}Reβ

(3.31)
If we put M � n and combine this with (3.30), we obtain the estimate (3.28).

From this and the hypotheses on α and β, it follows that the integral»
Rn

Iβfpyq}x� y}α�n dy

converges absolutely for each x P Rn. Thus IαIβfpxq is well-defined. Its value
is given by

IαIβfpxq � HnpαqHnpβq »
Rn

}x� y}α�n

�»
Rn

fpzq }y � z}β�n dz



dy� HnpαqHnpβq »

Rn

fpzq �»
Rn

}x� y}α�n }y � z}β�n dy



dz (3.32)

The change of order of integration is justified because the first iterated integral
above converges absolutely, because of the estimates (3.29)–(3.31), in which we
can replace f by |f |.
Suppose that x � z. If we put x � z � rω, for r ¡ 0 and ω P Sn�1, then the
inner integral above equals

rα�β�2n

»
Rn

����ω � y � z

r

����α�n ����y � z

r

����β�n

dy� rα�β�n

»
Rn

}ω � v}α�n }v}β�n dv, (3.33)

with the last integral above converging due to the assumptions on α and β. Its
value, which we denote by Cnpα, βq, is clearly independent of the unit vector ω.
Thus, by (3.32) and (3.33), we have

IαIβfpxq � Cnpα, βq HnpαqHnpβq
Hnpα� βq Iα�βfpxq (3.34)

It remains to show that

Cnpα, βq � Hnpα � βq
HnpαqHnpβq (3.35)
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For this, consider the class S�pRnq consisting of all f P SpRnq such that»
Rn

fpxqxj1
1 � � �xjn

n dx � 0 (3.36)

for all multiindices J � pj1, . . . , jnq P pZ�qn.

The Fourier image of S� is the class S0pRnq consisting of all F P SpRnq all of
whose partial derivatives, of all orders, vanish at the origin. If f P S�, the Taylor
remainder theorem for Rn shows that pIβfq�pξq � }ξ}�β rfpξq also belongs to
S0, and so we see that Iβf P S�. Thus IαIβf P S�, and so by (3.23),pIαIβfq�pξq � }ξ}�α�β rfpξq � pIα�βfq�pξq
Thus IαIβf � Iα�βf for all f P S�. Comparing with (3.34), we obtain (3.35).
This proves Proposition 3.2.2.

The following result allows us to invert the Radon d-plane transform on Rn for
d odd.

Proposition 3.2.3. Suppose that 0 ¤ k   n. Then I�kIkf � f for all f P
SpRnq.
Proof. We can assume that k ¡ 0.

From Proposition 3.2.2 we know that IαIkf � Iα�kf if α lies in the strip
0   Reα   n� k. Fix x P Rn. By the definition (3.21), the map α ÞÑ Iα�kfpxq
is a holomorphic function of α in the half plane Reα   n � k. Thus it suffices
by (3.24) to prove that the map

α ÞÑ IαIkfpxq (3.37)

extends to a holomorphic function on the same half plane. For this, we write
Ikf � f1 � f2, where f1 P DpRnq and f2 is a function which vanishes on the
ball B1pxq. Thus

IαIkfpxq � Iαf1pxq � Iαf2pxq
The first term on the right is holomorphic for α P Cn. As for the second term,
we have

Iαf2pxq � Hnpαq »}y}¥1

f2px � yq }y}α�n dy (3.38)

By (3.28), Ikf satisfies the estimate|Ikfpzq| ¤ C p1� }z}qk�n pz P R
nq (3.39)

for some constant C. Hence f2 satisfies a similar estimate.

It follows that (for fixed x) the integral (3.38) converges absolutely and uniformly
for all α in any compact subset of the half plane Reα   n�k. Thus by Morera’s
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theorem, it is a holomorphic function of α on the half plane. Since Hnpαq is
likewise holomorphic there, we see that α ÞÑ Iαf2pxq is a holomorphic function
of α on the half plane.

Remark: According to Ortner ([32], Satz 9), Propositions 3.2.2 and 3.2.3 can be
generalized to the following result. If γ, µ P Cn such that Repγ � µq   n, then

IγIµf � Iγ�µf (3.40)

for all f P SpRnq.
We can now provide an inversion formula for the Radon d-plane transform for
all d.

Theorem 3.2.4. Fix an integer d, with 1 ¤ d ¤ n � 1. Let R be the Radon
d-plane transform on Rn and let R� be the its dual transform. Then

cd,n f � p�Lq d
2 R�Rf (3.41)

for all f P SpRnq, where

cd,n � p4πq d
2 Γ

�
n
2

�
Γ
�

n�d
2

� (3.42)

Proof. If f P S, then according to (3.13)

R�Rfpxq � Ωd

» 8
0

M rfpxq rd�1 dr� Ωd

Ωn

» 8
0

»
Sn�1

fpx� rωq rd�1 dω dr� Ωd

Ωn

»
Rn

fpx� yq }y}d�n dy� Ωd

Ωn

1

Hnpdq Idfpxq (3.43)

Since p�Lq d
2 � I�d, the result follows from Proposition 3.2.3.

Note that the inversion formula (3.41) reduces to (3.11) when d is even.

3.3 Shifted Dual Transforms

In this section we develop an alternative method for inverting integral transforms
based on “shifting” the incidence relation between dual homogeneous spaces.
This arises from a curious interplay between two different incidence relations
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between X and Ξ. For a systematic study of shifted transforms, see Rouviere’s
paper [36].

Let us assume, as in Section 1.2 that X � G{K and Ξ � G{H are homogeneous
manifolds in duality, and that K is compact. We further assume, as in Lemma
1.1.1, that the maps x ÞÑ qx and ξ ÞÑ pξ are injective. Let R and R� be the
associated Radon and dual transforms.

Let o � tKu and ξ0 � tHu be the identity cosets in G{K and G{H , respectively.
Let γ P G and put ξγ � γ � ξ0. Then the isotropy subgroup of G at ξγ is
Hγ � γHγ�1, and we can write Ξ � G{γHγ�1. Replacing H by γHγ�1 gives
us a new incidence relation between X and Ξ, which we call the shifted incidence
relation. Under the shifted incidence relation, the set of all ξ P Ξ incident to
x � g � o is the orbit gK � ξγ � Ξ, and the set of all x P X incident to ξ � g1 � ξγ
is the orbit g1Hγ � o � X .

Example 3.3.1. Let X � Rn and Ξ � Gpd, nq, the manifold of d-planes in
Rn. If o is the origin 0 and ξ0 is the d-plane R e1 � � � � � R ed in Rn, then from
Section 3.1, we have K � Opnq and H � Mpdq �Opn � dq. Now fix r ¡ 0, let
x � r en, and let γ � pe, xq, translation by x. Then ξγ is the d-plane r en � ξ0.
Under the shifted incidence relation, the set of all ξ incident to 0 P Rn is the
orbit Opnq � pr en� ξ0q � Gpd, nq, the set of all d-planes in Rn at distance r from
0. By Mpnq-invariance, we see that the shifted incidence relation is given by

x is incident to ξ ðñ dpx, ξq � r

Going back to our general setup, we call the Radon transform Rγ and and dual
transform R�

γ corresponding to this shifted incidence relation the shifted Radon
and dual transforms, respectively. If f P DpXq, let us calculate the shifted dual
transform of Rf at the origin o in X :

R�
γRfpoq � »

K

Rfpk � ξγq dk� »
K

»pξ0

fpkγ � yq dmpyq dk� »pξ0

»
K

fpkγ � yq dk dmpyq (3.44)

The function

f#pxq � »
K

fpk � xq dk px P Xq (3.45)

is K-invariant, and since K is compact, its support, which lies in K � supp f ,
is compact, so f# P DpXq. Let D#pXq denote the space of all K-invariant
functions in DpXq. The map f ÞÑ f# projects DpXq onto D#pXq. Now the
inner integral in (3.44) equals f#pγ � yq, and thus

R�
γRfpoq � Rf#pγ � ξ0q (3.46)

69



The relation (3.46) shows that the inversion problem for R reduces to finding
an inversion formula (or procedure) for the Radon transform of K-invariant
functions. To see why, we first note that if F P D#pXq, then RF P D#pΞq, the
subspace of all all K-ivariant functions in DpΞq . Thus RF is a function on the
set KzG{H of K-orbits in Ξ. If ξ P Ξ, let rξs � K � ξ be its K-orbit.

Now suppose that T is an inversion formula or procedure which recovers F poq
from RF if F is any K-invariant function:

F poq � TrξspRF pξqq pF P D#pXqq (3.47)

If f P DpXq, then according to (3.46),

fpoq � f#poq� Trγ�ξ0spRf#pγ � ξ0qq� Trγ�ξ0spR�
γRfpoqq (3.48)

Since both R and R�
γ are invariant under left translations by elements of G, it

follows that
fpxq � Trγ�ξ0spR�

γRfpxqq (3.49)

for all x P X .

A K-invariant inversion formula of the type (3.47) is sometimes relatively easy
to obtain since there may be submanifolds A and B on X and Ξ transversal to
the K-orbits in each space. If F is K-invariant on X , then as mentioned earlier
its Radon transform RF is K-invariant on Ξ so F and RF are determined on
A and B respectively. Thus the transform F ÞÑ RF becomes a transform from
functions on A to functions on B.

Let us now apply the method of shifted dual transforms to invert the Radon
d-plane transform on R

n when 1 ¤ d ¤ n�1. The method will actually apply to
rapidly decreasing functions, and not just compactly supported functions. Let
us therefore first consider a radial function F P SpRnq, so that there exists an
even function H P SpRq such that F pxq � Hp}x}q for all x P Rn. Then for any
d-plane ξ, RF pξq depends only on dp0, ξq; if dp0, ξq � r, we have

RF pξq � Ωd

» 8
0

Hppr2 � t2q 1

2 q td�1 dt� Ωd

» 8
r

Hpuq pu2 � r2q d�2

2 u du (3.50)

If we denote the left hand side above by pHprq, we obtain an integral equation
(for H) which generalizes (2.31). If d is even, Hprq can be recovered by a
differential operator:�

1

r

d

dr


 �� 1

2r

d

dr


 d�2

2 pHprq � p�1q d
2 Ωd

�
d� 2

2



!Hprq
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for r ¡ 0. Thus, if we put ξr � ren � ξ0, this implies that

F p0q � lim
rÑ0��� 1

2πr

d

dr


 d
2

RF pξrq (3.51)

For general d, (3.50) is an integral equation of Abel type. Let us first assume

that d ¥ 2. As before, denote the left hand side of (3.50) by pHprq, put m � d�2
2

and H1puq � Ωd uHpuq. The resulting equation ispHprq � » 8
r

H1puq pu2 � r2qm du (3.52)

The method of (2.34) then gives the solution

H1ptq � cm

�� d

dt


 ��� 1

2t

d

dt


2m�1 » 8
t

pHprq pr2 � t2qm r dr

where

cm � 4m�1 Γ
�
m� 3

2

�p2mq! Γpm� 1qΓ �
1
2

�
The function H can thus be recovered from pH by

Hptq � 2d�1pd� 2q! Ωd�1

�� 1

2t

d

dt


d » 8
t

pHprq pr2 � t2q d�2

2 r dr

Thus

F p0q � 2d�1pd� 2q! Ωd�1

lim
rÑ0

�� 1

2t

d

dt


d » 8
t

RF pξrq pr2 � t2q d�2

2 r dr (3.53)

When d � 1, equation (3.50) becomespHprq � » 8
r

Hpuq pu2 � r2q� 1

2 u du

and the technique of (2.34) needs to be slightly modified. For t ¡ 0, we have» 8
t

pHprq r dr � » 8
t

Hpuqu �» u

t

r dr?
u2 � r2



du� » 8

t

Hpuqau2 � t2 u du,
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and so the right hand side is essentially the same as that for d � 3. Denote the
left hand side above by pGptq. Then by (3.53),

Hpsq � 8

π2

�� 1

2s

d

ds


3 » 8
s

pGptq pt2 � s2q 1

2 t dt� 8

π2

�� 1

2s

d

ds


3 » 8
s

» 8
t

pHprq r dr pt2 � s2q 1

2 t dt� 8

3π2

�� 1

2s

d

ds


3 » 8
s

pHprqpr2 � s2q 3

2 r dr

This gives

F p0q � 8

3π2
lim
sÑ0

�� 1

2s

d

ds


3 » 8
s

RF pξrq pr2 � s2q 3

2 r dr (3.54)

We can now obtain an inversion formula based on (3.48)–(3.49) for the d-plane
transform for arbitrary f P SpRnq. Since K � Opnq here, we see that any K-
orbit in Ξ � Gpd, nq is just the set of all d-planes at a given distance r from 0.
Thus the set of K-orbits is parametrized by r. Each K-orbit contains a unique
d-plane ξr � r en � ξ0. If we put γr � re1, we can denote the shifted dual
transform R�

re1
by R�

r .

The function f# in (3.45) then equals the mean value

f#pxq �M }x}fp0q
from (2.35). Denoting the right hand side above by F pxq, (3.46) becomes

R�
rRfp0q � RF pξrq

From (3.50) we therefore obtain

R�
rRfp0q � Ωd

» 8
r

Mufp0q pu2 � r2q d�2

2 u du

If d is even, we can invert R using (3.51):

cd fp0q � lim
rÑ0��1

r

d

dr


 �� 1

2r

d

dr


 d�2

2

R�
rRfp0q

where
cd � p�1q d

2 Ωd ppd� 2q{2q!
By left translation, we obtain

cd fpxq � lim
rÑ0��1

r

d

dr


 �� 1

2r

d

dr


 d�2

2

R�
rRfpxq (3.55)

72



For arbitrary d ¥ 2, we can use (3.53) to recover f :

αd fp0q � lim
tÑ0

�� 1

2t

d

dt


d » 8
t

pR�
rRfqp0q pr2 � t2q d�2

2 r dr

where

αd � pd� 2q! Ωd�1

2d�1

The general formula is then

αd fpxq � lim
tÑ0

�� 1

2t

d

dt


d » 8
t

pR�
rRfqpxq pr2 � t2q d�2

2 r dr (3.56)

for all x P Rn.

Finally, if d � 1, equation (3.54) gives

c fp0q � lim
sÑ0

�� 1

2s

d

ds


3 » 8
s

pR�
rRfqp0qpr2 � s2q 3

2 r dr

where α � 3π2{8. Thus, for any x P R
n,

c fpxq � lim
sÑ0

�� 1

2s

d

ds


3 » 8
s

pR�
rRfqpxqpr2 � s2q 3

2 r dr
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Chapter 4

John’s Equation and the

Range of the d-plane

Transform

If 1 ¤ d   n� 1, the d-plane transform R is overdetermined in the sense that it
maps functions from Rn to finctions on Gpd, nq, a higher dimensional manifold.

It is therefore of interest to determine or classify the set of n-dimensional man-
ifolds P of Gpd, nq such that the map f ÞÑ Rfpξq, for ξ P P , is injective. Given
such “admissible” manifolds, it is possible to reconstruct fpxq by means of a
general inversion formula, which is local in the case when d is even. Research on
this important topic is still ongoing, and we refer the reader to the important
paper [7], as well as a gentler introduction in [37].

In the present chapter, we will go in a different direction. By considerations of
dimension, one expects the range RSpRnq of the d-plane transform to consist
of functions satisfying certain differential equations. These equations were first
obtain by Fritz John in 1938 [23] for the X-ray transform on R3. For arbitrary
d and n, the equations were given in terms of local coordinates on Gpd, nq in [7].
However, the proof in this paper omitted many details. A complete proof was
obtained by Richter [35], who also provided a range characterization using the
infinitesimal left regular representation of Mpnq on Gpd, nq. While Richter made
extensive use of local coordinates, we will prove his result using group-theoretic
methods.
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4.1 Characterization by Moment Conditions

Recall the parametrization of Gpd, nq in Section 3.1. Suppose that f P DpRnq.
Then it is easy to show that Rf satisfies certain moment conditions. Fix k P Z�
and let x P Rn. For any σ P Gd,n such that x K σ, we have»

Rn

fpyq xy, xyk dy � »
σK �»σ

fpz � x1q dz
 xx1, xyk dx1� »
σK Rfpσ, x1q xx1, xyk dx1

(See Figure 3.1 in the preceding chapter.) Since the left hand side is a polynomial
in x independent of σ, we see that the image ϕ � Rf is a function in DpGpd, nqq
which satisfies the following moment conditions:

For every k P Z�, there is a homogeneous degree k polynomial Pk on Rn such
that »

σK ϕpσ, x1q xx1, xyk dx1 � Pkpxq (4.1)

for all pσ, xq P Gpd, nq.
Let DHpGpd, nqq denote the vector subspace of DpGpd, nqq consisting of those
functions satisfying the moment conditions above. If R is the Radon d-plane
transform, we have thus shown that RDpRnq � DHpGpd, nqq. We now show
that this is an equality.

Theorem 4.1.1.
RDpRnq � DHpGpd, nqq

Proof. Suppose that ϕ P DHpGpd, nqq. The assertion is that there is an f P
DpRnq such that ϕ � Rf .

As in Chapter 2, let Ξn � Gpn � 1, nq, the manifold of codimension one hy-
perplanes in Rn. The idea is to produce a function ψ P DpΞnq which satisfies
the Helgason moment conditions (2.40). To this end, let pω, pq P Sn�1 � R and
consider any σ P Gd,n such that ω K σ. Define

ψσpω, pq � »
x1PσKxx1,ωy�p

ϕpσ, x1q dx1 (4.2)

The integral on the right is taken over the pn � d � 1q-plane in σK consisting
of all x1 such that xx1, ωy � p. (It is thus a Radon transform of ψpσ, �q on σK.)
Note that for each σ and ω, the function p ÞÑ ψσpω, pq belongs to DpRq. By the
moment conditions (4.1) and (4.2) it follows that for any k P Z�, we have» 8�8 ψσpω, pq pk dp � »

σK ϕpσ, x1q xx1, ωyk dx1� Pkpωq (4.3)
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The right hand side is independent of the choice of σ such that σ K ω. It implies
that if σ and σ1 are in Gd,n such that ω P σK X pσ1qK, then» 8�8pψσpω, pq � ψσ1pω, pqq pk dp � 0

for all k P Z�. But if F P CcpRq satisfies
³
R
F ppq pk dp � 0 for all k P Z�, then

F � 0. Hence ψσpω, pq � ψσ1pω, pq.
We conclude that there is a function ψ on Sn�1�R such that ψpω, pq � ψσpω, pq
for any σ P Gd,n such that ω P σK. It is clear that ψ is even in pω, pq, and so
gives a function on Ξn. Using local cross sections ω ÞÑ σ from Sn�1 to Gd,n, we
can see that ψ P EpΞnq, and hence ψ P DpΞnq.
Let Rc denote the classical Radon transform. By Theorem 2.4.1 and Theorem
2.5.1, the moment conditions (4.3) for ψ imply that there is a function f P DpRnq
such that Rc f � ψ. Hence for each σ P Gd,n, we obtain

ψpω, pq � Rc fpω, pq� »
x1PσKxx1,ωy�p

Rfpσ, x1q dx1
Comparing the integral above with (4.2), and noting that the the (classical)
Radon transform on σK is injective, we conclude that Rfpσ, xq � ψpσ, xq.
4.2 Invariant Differential Operators on Gpd, nq

and the Range Characterization

From the group law (2.1), we see that the Euclidean motion group Mpnq is
isomorphic to the Lie subgroup of GLpn� 1,Rq consisting of the matrices�

k v

0 1



(4.4)

where k P Opnq and v P Rn. When convenient, we will identify Mpnq with
this group. Thus the Lie algebra mpnq of Mpnq may identified with the Lie
subalgebra of glpn� 1,Rq consisting of the matrices�

T w

0 0



with T P sopnq and v P Rn. Under these identifications, the adjoint representa-
tion is just conjugation: AdpgqX � gXg�1. From this, we see that the adjoint
representation on mpnq is given by

Ad pk, vq pT,wq � pkTk�1,�kTk�1v � kwq (4.5)
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and the Lie bracket byrpT,wq , pT 1, w1qs � pTT 1 � T 1T, Tw1 � T 1wq (4.6)

If Eij is the elementary n�n matrix pδikδjlq, then sopnq has basis consisting of
the elementary skew-symmetric matrices Xij � Eij � Eji p1 ¤ i   j ¤ nq, and
mpnq has basis consisting of the Xij and the standard basis e1, . . . , en of Rn.

Let λ be the left regular representation of Mpnq on EpRnq, and dλ the corre-
sponding infinitesimal representation of the universal enveloping algebra Upmpnqq.
Since

expp�tXijq ��������������
x1

...
xi

...
xj

...
xn

�ÆÆÆÆÆÆÆÆÆÆÆ�
�������������

x1

...pcos tqxi � psin tqxj

...psin tqxi � pcos tqxj

...
xn

�ÆÆÆÆÆÆÆÆÆÆÆ
we see that dλpXijq is the differential operator on Rn given by

dλpXijq � xi

BBxj

� xj

BBxi

(4.7)

Moreover,

dλpejq � � BBxj

(4.8)

The motion group Mpnq acts on Gpd, nq via

k � pσ, xq � pk � σ, k � xq pk P Opnqq (4.9)

v � pσ, xq � pσ, x � PrσKpvqq pv P R
nq (4.10)

where PrσK denotes the orthogonal projection of Rn onto σK.

It will now be convenient to define the Schwartz space SpGpd, nqq. Let ν be
the left regular representation of Mpnq on EpGpd, nqq, with dν the correspond-
ing infinitesimal representation. By definition, SpGpd, nqq is the vector space
consisting of all functions ϕ P EpGpd, nqq such that for all U P Upmpnqq and
N P Z�, }ϕ}U,N :� sup

ξPGpd,nq |pdνpUqfqpξq| p1� dp0, ξqqN   8 (4.11)

The seminorms above give rise to a Fréchet space topology on SpGpd, nqq, but
we will not be making use of this topology directly. It is clear that DpGpd, nqq �
SpGpd, nqq.
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From (4.11) one can show that Rf P SpGpd, nqq whenever f P SpRnq. In fact,
by (4.7)–(4.8), and since R intertwines dλpUq and dνpUq,|dνpUqRfpσ, xq| p1� }x}qN ¤ »

σ

|dλpUqfpx� yq| p1� }x}qN dy¤ »
σ

C � p1� }x� y}q�N�M p1� }x}qN dy

For sufficiently large M it is clear that the last expression above is less than
some constant independent of pσ, xq P Gpd, nq.
Since Gpd, nq is a vector bundle with a natural inner product on its fibers, we
can take the Fourier transform on these fibers. If ϕ P SpGpd, nqq, its partial
Fourier transform is the function Fdϕ on Gpd, nq given by

Fdϕpσ, yq � »
σK ϕpσ, xq e�i xx,yy dx (4.12)

It is easy to see that Fdϕ P EpGpd, nqq.
The following lemma describes how dνpUpmpnqqq transforms under the partial
Fourier transform.

Lemma 4.2.1. Let X P sopnq and v P Rn. If ϕ P SpGpd, nqq, then

(i) pFdpdνpXqϕqqpσ, xq � pdνpXqFdϕqpσ, xq
(ii) pFdpdνpvqϕqqpσ, xq � �ixv, xy pFdϕqpσ, xq

Proof. By (4.10), Fdpνpkqϕq � νpkqpFdϕq for any k P Opnq. Differentiating, we
get (i). For (ii), we note that exp tv � tv in Mpnq, so

Fdpνptvqϕqpσ, xq � »
σK ϕpσ, x1 � PrσK tvq e�ixx1,xy dx1� e�ixPr

σK ptvq,xyFdϕpσ, xq� e�ixtv,xy Fdϕpσ, xq
Differentiating both sides above proves (ii).

In particular we have the the transformation rulespdνpXjkqFdϕqpσ, xq � FdpdνpXjkqϕqpσ, xq
Fdpdνpejqϕqpσ, xq � �i xj Fdϕpσ, xq (4.13)

From this one can deduce that Fdϕ P SpGpd, nqq whenever ϕ P SpGpd, nqq.
The projection-slice theorem (3.4) can be writtenrfpxq � FdpRfqpσ, xq, ppσ, xq P Gpd, nqq (4.14)
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valid for all f P SpRnq.
Next let us show briefly why the moment conditions (4.1) fail to characterize
the range RSpRnq when d   n� 1. For simplicity, we let n � 3 and d � 1 (so
that R is the X-ray transform on R

3), although our example easily generalizes.
We show that there exists a function ϕ P SpGp1, 3qq satisfying the moment
conditions but which is not in the range RSpRnq. For this, let ψ be a nonzero
function in DpGp1, 3qq such that, for some ǫ ¡ 0, ψpξq � 0 for all ξ such that
dp0, ξq   ǫ and such that

ψpσ1, e1q � ψpσ2, e1q
where σ1 is the y-axis Re2 and σ2 the z-axis Re3. ψ exists since the set of linespσ, e1q is a compact set bounded away from 0 and DpGp1, 3qq separates points.
Since F1SpGp1, 3qq � SpGp1, 3qq, let ϕ be the function in SpGp1, 3qq such that
Fdϕ � ψ.

Now for each pσ, xq P Gp1, 3q, we have

ψpσ, txq � »
σK ϕpσ, yq e�i t xx,yy dy

Taking the derivative of both sides with respect to t k times and evaluating at
t � 0, it follows that

0 � dk

dtk
ψpσ, txq����

t�0� »
σK ϕpσ, yq pi xx, yyqk dy

This shows that ϕ satisfies the moment conditions (4.1) with all Pk equal to 0.
Now if ϕ � Rf for some f P SpR3q, then the projection-slice theorem implies

that rfpe1q � ψpσ1, e1q � ψpσ2, e1q, a contradiction.

It turns out that the range RSpRnq can be described by an Mpnq-invariant
system of second order differential equations. These equations arise from the
kernel of the infinitesimal left regular representation of Upmpnqq on Rn. For any
indices i, j, l in t1, . . . , nu, let

Vijl � eiXjl � ej Xli � elXij P Upmpnqq (4.15)

Note that if any of the indices i, j, or l coincide, then Vijl � 0. It is immediate
from (4.7)–(4.8) that dλpVijlq � 0 for all i, j, l. By (1.29) the diagram

SpRnq R
- SpGpd, nqq

SpRnqdλpV q
?

R
- SpGpd, nqqdνpV q

?

(4.16)
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commutes for all V P Upmpnqq. Thus any function ϕ in the range RSpRnq
satisfies the necessary differential equations

dνpVijlqϕ � 0 (4.17)

for all i, j, l. It turns out that these equations are sufficient as well.

Let SDpGpd, nqq denote the subspace of SpGpd, nqq consisting of all functions ϕ
such that dνpVijlqϕ � 0 for all i, j, l.

Theorem 4.2.2. If R is the d-plane transform, then

RSpRnq � SDpGpd, nqq
To prove Theorem 4.2.2 we first calculate how the operators Vijl transform
under the adjoint action of Mpnq.
Lemma 4.2.3. Let k � pkrsq P Opnq and v P Rn. Suppose 1 ¤ i, j, l ¤ n. Then

AdpkqVijl � ¸
u s r

det

�� kui kuj kul

kri krj krl

ksi ksj ksl

�Vurs (4.18)

AdpvqVijl � Vijl (4.19)

Proof. Identifying Mpnq with the group consisting of the matrices (4.4), the
adjoint representation is just conjugation: AdpgqX � gXg�1. Thus by a routine
computation

Adpkq ei � ņ

j�1

kji ej, AdpkqXjl � ņ

s,r�1

ksjkrlXsr

Hence

AdpkqVijl �
u̧,s,r

kuiksjkrl peuXsr � esXru � er Xusq�
u̧,s,r

kuiksjkrl Vusr

For each fixed u   s   r above, we have Vurs � �Vusr, etc., proving (4.18).
For (4.19), write v � °n

r�1 vr er. Then AdpvqXjl � Xjl � vj el � vl ej and
Adpvq ei � ei for all i, j, l. Therefore

AdpvqVijl � eipXjl � vj el � vl ejq � ejpXli � vl ei � vi elq� elpXij � vi ej � vj eiq� Vijl.
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We now proceed with the proof of Theorem 4.2.2. Suppose that ϕ P SDpGpd, nqq.
If ϕ is to be the Radon transform of a function f P SpRnqq, the projection-slice
theorem (3.4) tells us that the partial Fourier transform Fdϕpσ, xq must equal

the Fourier transform rfpxq. Thus our next objective is to prove that there is a
function F P SpRnq such that

Fdϕpσ, xq � F pxq (4.20)

for all pσ, xq P Gpd, nq. Given this function F , let f P SpRnq be its inverse

Fourier transform, so that rf � F . Then according to projection-slice,

F pxq � FdpRfqpσ, xq
for all pσ, xq. Since Fd is injective, (4.20) shows that ϕ � Rf .

For simplicity, let us denote Fdϕ by ψ.

Lemma 4.2.4. There exists F P EpRnzt0uq X CpRnq such that ψpσ, xq � F pxq
for all pσ, xq P Gpd, nq.
Proof. Fix x P Rn. Define OpxKq to be the subgroup of all k P Opnq such that
k � x � x. (Note that Op0Kq � Opnq.) Let sopxKq be its Lie algebra. Then
sopxKq consists of all infinitesimal rotations about 0 fixing x.

Since ϕ satisfies the differential equations (4.17), we see by (4.13) that ψ satisfies
the first order systempxi dνpXjlq � xj dνpXliq � xl dνpXijqqψpσ, xq � 0 (4.21)

In particular, if we put i � 1 and j, l ¡ 1, and x � re1, then we obtain

dνpXjlqψpσ, re1q � 0 (4.22)

for all r ¡ 0 and σ P Gd,n orthogonal to e1. The subgroup OpeK1 q of Opnq
consists of the matrices�

1 0
0 k


 pk P Opn� 1qq
Its Lie algebra sopeK1 q � sopn � 1q has basis tXij | 1   i   j ¤ nu. Moreover,
OpeK1 q acts transitively on the set of all σ P Gd,n orthogonal to e1; this set is
a connected submanifold of Gd,n diffeomorphic to Gd,n�1. Hence ψpσ, re1q is
constant in σ in the sense that

ψpσ, re1q � ψpσ1, re1q (4.23)

for all σ, σ1 orthogonal to e1.
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Next fix x P Rn, x � 0. Let r � }x} and choose k P Opnq such that x � k � pre1q.
Now the function ϕ1 � ϕτpk�1q � νpk�1qϕ satisfies the system (4.17). In fact
by (1.27),

dνpVijlqϕ1pξq � dνpVijlqϕτpk�1qpξq� pdνpAdpkqVijlqϕq pk � ξq
By Lemma 4.2.3, AdpkqVijl is a linear combination of operators Vurs, so the
right hand side above vanishes.

Now let ψ1 � Fdpϕ1q. Then ψ1 satisfies (4.23). But by (4.10), ψ1 � ψτpk�1q,
and thus

ψτpk�1qpσ, re1q � ψτpk�1qpσ1, re1q
for all σ, σ1 orthogonal to re1. This implies that

ψpσ, xq � ψpσ1, xq (4.24)

for all σ, σ1 orthogonal to x.

Next let ω P Sn�1 and for r ¡ 0, put x � rω. We can then take the limit of
both sides of (4.24) as rÑ 0 to obtain

ψpσ, 0q � ψpσ1, 0q (4.25)

for all ω P Sn�1, and all σ and σ1 in Gd,n orthogonal to ω.

Let us now prove that the relation (4.25) in fact holds for any σ and σ1 in Gd,n.
For this, choose any ω and ω1 in Sn�1 such that ω K σ and ω1 K σ1. If ω � �ω1,
then σ and σ1 are both orthogonal to ω so ψpσ, 0q � ψpσ1, 0q by (4.25). So let
us assume that ω and ω1 are linearly independent.

Let W be the linear span of ω and ω1 in Rn. Since d ¤ n � 2, we can fix a
d-dimensional subspace σ2 of WK. Since σ and σ2 are orthogonal to ω, we have
ψpσ, 0q � ψpσ2, 0q by (4.25). Likewise, since σ1 and σ2 are orthogonal to ω1, we
obtain ψpσ1, 0q � ψpσ2, 0q. This shows that ψpσ, 0q � ψpσ1, 0q.
The relations (4.24) and (4.25) now show that there exists a function F on Rn

such that F pxq � ψpσ, xq for all pσ, xq P Gpd, nq. This function F is C8 on
Rnzt0u. To show this, we first claim that for any x0 � 0 in Rn, there exists
a smooth map x ÞÑ σpxq from a neighborhood U of x0 into Gd,n such that
x K σpxq for all x PW .

For this, let ω0 � x0{}x0} and choose a neighborhood Ω0 of ω0 in Sn�1 for
which there exists a smooth section s : Ω0 Ñ Opnq with spωq � en � ω. If we
recall that σ0 � Re1 � � � � � Red, we see that the map

σ : x ÞÑ spx{}x}q � σ0
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is well-defined and C8 from a neighborhood U of x0 to Gd,n, with σpxq K x for
all x P U . Hence the map

x ÞÑ pσpxq, xq
is C8 from U to Gpd, nq. It follows from this that F P C8pRnzt0uq.
To prove that F is continuous at 0, suppose, to the contrary, that for some
ǫ ¡ 0 there exists a sequence xj converging to 0 such that |F pxjq � F p0q| ¡ ǫ

for all j. Choose a sequence σj in Gd,n with σj K xj ; since Gd,n is compact, we
may assume that σj converges to an element σ0 P Gd,n. Then F pxjq � F p0q �
ψpσj , xjq � ψpσ0, 0q Ñ 0, a contradiction.

This finishes the proof of Lemma 4.2.4.

The following lemma, which is of independent interest, is the most crucial part
of the proof of Theorem 4.2.2.

Lemma 4.2.5. Assume that d   n � 1. Suppose that F is a function on Rn

such that there exists a function ψ P EpGpd, nqq with F pxq � ψpσ, xq for allpσ, xq P Gpd, nq. Then F P EpRnq.
Remark: The example

ψpω, pq � p ω3
1 � x1

�
x1}x}
2

shows that Lemm 4.2.5 does not hold when d � n� 1.

Proof. The proof of Lemma 4.2.4 shows that F P EpRnzt0uqXCpRnq. Thus we
just need to prove that F is C8 on a neighborhood of 0.

For this, we intend to show that for each v P Rn, there exists a function Ψv P
EpGpd, nqq such that the directional derivative

DvF pxq � �dλpvqF pxq � Ψvpσ, xq (4.26)

for all pσ, xq P Gpd, nq with x � 0. Since DvF and Ψv satisfy the hypothesis
of the present lemma, the proof of Lemma 4.2.4 shows that DvF pxq can be
extended continuously to the origin. Thus all first order partial derivativesBF {Bxi can be extended continuously to the origin. An elementary induction
then proves that all partial derivatives of F can be extended continuously to
the origin.
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Now by (4.10),

dνpvqψpσ, xq � d

dt
ψ pσ, x� tPrσKpvqq����

t�0� d

dt
F px � tPrσK pvqq����

t�0� d

dt
F px � tv � tPrσpvqq����

t�0� dλpvqF pxq � dλpPrσpvqqF pxq
Thus the directional derivative DvF pxq equals�dλpvqF pxq � �dνpvqψpσ, xq � dλpPrσpvqqF pxq� �dνpvqψpσ, xq � x∇F pxq,Prσpvqy (4.27)

We need to introduce some additional notation. First, let X be the n � n

skew-symmetric matrix with vector entries Xij P sopnq for 1 ¤ i, j ¤ n:

X � ����� 0 X12 X1n�X12 0 X2n

. . .�X1n �X2n 0

�ÆÆÆ
Next, let dνpXqψpσ, xq denote the n�n matrix pdνpXijqψpσ, xqq. Suppose thatpσ, xq P Gpd, nq with x � 0. For any w P σ, we claim thatpdνpXqψpσ, xqqw � x∇F pxq, wyx (4.28)

To prove this, we first note that by (4.10), dλpXijqF pxq � dνpXijqpσ, xq for all
i, j. Thus we have the matrix equation dλpXqF pxq � dνpXqψpσ, xq, where the
left hand side denotes the n� n matrix pdλpXijqF pxqq1¤i,j¤n .

Therefore the ith entry of the left hand side of (4.28) ispdλpXqF pxqwqi � ņ

j�1

dλpXijqF pxqwj� ņ

j�1

�
xi

BFBxj

pxq � xj

BFBxi

pxq
 wj� xi

ņ

j�1

BFBxj

pxqwj � BFBxi

ņ

j�1

xj wj� xi

ņ

j�1

BFBxj

pxqwj ,
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since w K x. This is the ith entry on the right hand side of (4.28).

Since we are assuming that x � 0, let us choose any i such that xi � 0. Then
if we apply (4.28) to the last term in (4.27) with w � Prσpvq, we obtain

DvF pxq � �dνpvqψpσ, xq � 1

xi

ņ

j�1

pPrσpvqqj dνpXijqψpσ, xq (4.29)

Let Ψvpσ, xq denote the right hand side above. Since the first term on the right
above belongs to EpGpd, nqq, Lemma 4.2.5 will be proved if we can show that
the second term above

Φvpσ, xq � 1

xi

ņ

j�1

pPrσpvqqj dνpXijqψpσ, xq (4.30)

extends to a C8 function on Gpd, nq.
Let u1, . . . , ud be any orthonormal basis of σ, considered as column vectors,
with uj � puijqni�1. If U is the n � d matrix whose columns are the uj , then
Prσpvq � U tUv, and using local cross sections from σ to U (which belongs to
the Stiefel manifold Stpk, nq) it is easy to see that the map σ ÞÑ Prσpvq is C8
on Gd,n. The sum on the right hand side of (4.30)

ņ

j�1

pPrσpvqqj dνpXijqψpσ, xq
is therefore a smooth function on Gpd, nq.
Moreover, (4.28) shows that if xi and xm are both nonzero, we have

1

xi

ņ

j�1

pPrσpvqqj dνpXijqψpσ, xq � 1

xm

ņ

j�1

pPrσpvqqj dνpXmjqψpσ, xq (4.31)

so that

xi

ņ

j�1

pPrσpvqqj dνpXmjqψpσ, xq � xm

ņ

j�1

pPrσpvqqj dνpXijqψpσ, xq (4.32)

By continuity, the relation (4.32) above holds for all pσ, xq P Gpd, nq. From this
we see that

xi � 0 ùñ ņ

j�1

pPrσpvqqj dνpXijqψpσ, xq � 0. (4.33)

From (3.1), Gpd, nq is a finite union of trivial bundles Wα with the local coor-
dinate representation:

ωα : pσ, xq ÞÑ pypσq, xαq
Here α is a choice of n�d indices i1, . . . , in�d in t1, . . . , nu, xα � pxi1 , . . . , xin�d

q,
and ypσq is a local coordinate system for σ P πpWαq � Gd,n.
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To prove that Φv P EpGpd, nqq, it suffices to prove that Ψv|Wα
P EpWαq for each

α. Suppose first that i is one of the indices i1, . . . , in�d. Since xi is a local
coordinate in Wα, it follows from (4.30) and (4.33) that Φv is a C8 function on
Wα. Suppose, on the other hand, that i is not one of the indices i1, . . . , in�d.
Then choose any m in ti1, . . . , in�du. According to (4.31) and (4.33), on Wα,
Φv is given by the smooth function

1

xm

ņ

j�1

pPrσpvqqj dνpXmjqψpσ, xq
Since xm is now a coordinate on Wα, this proves that Φv P EpGpd, nqq and
finishes the proof of Lemma 4.2.5.

Lemma 4.2.6. Let the function F be as in Lemma 4.2.4. Then F P SpGpd, nqq.
The proof of this lemma is somewhat technical and the reader may safely skip
it. We include it for completeness.

Since ψ P SpGpd, nqq and ψpσ, xq � F pxq for all pσ, xq P Gpd, nq, we see that for
any N P Z�,

sup
xPRn

}x}N |F pxq|   8
Let v P Rn. According to (4.26), there exists a function Ψv P EpGpd, nqq such
that directional derivative DvF pxq equals Ψvpσ, xq for all pσ, xq. Our aim is to
show that Ψv P SpGpd, nqq. If we can prove this, then we obtain the estimate

sup
xPRn

}x}N |DvF pxq|   8
for all N P Z�. We can then apply the same reasoning, replacing F by DvF ,
and Ψ by Ψv, to arrive at similar estimates for the second order partials of F .
We can then use induction on successive partials of F to prove the lemma in
general.

Now by (4.29) and (4.30), Φv � �dνpvqψ �Φv. Since dνpvqψ P SpGpd, nqq, the
lemma will be proved if we can show that Φv P SpGpd, nqq.
We now express Gpd, nq as a finite union of local trivial bundles. For any d-
multiindex I : 1 ¤ i1   � � �   id ¤ n in t1, . . . , nu, let pI be the orthogonal
projection of R

n onto R
d given by pIpx1, . . . , xnq � pxi1 , . . . , xid

q. Then let
Gd,n,I be the open subset of Gd,n consisting of those σ such that pIpσq � Rd.

Let π : pσ, xq ÞÑ σ be the projection of the vector bundle Gpd, nq onto its base
Gd,n. For the d-multiindex I above, let Gpd, nqI � π�1pGd,n,Iq.
Let I 1 be the pn � dq-multiindex complementary to I, with I 1 : 1 ¤ i11   � � �  
i1n�d ¤ n, and let pI1pxq � xI1 be the corresponding orthogonal projection of
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Rn onto Rn�d. Then the map

τI : Gpd, nqI Ñ Gd,n,I � R
n�dpσ, xq ÞÑ pσ, xI1 q (4.34)

is a local trivializing map of the vector bundle Gpd, nq.
The open sets Gd,n,I cover Gd,n. Since Gd,n is compact, there exists an open
cover tWIu of Gd,n such that W I � Gd,n,I for each I. Put ΞI � π�1pWIq. ΞI

is of course a sub-bundle of the trivial bundle Gpd, nqI .
For any I, we now define the functions of rapid decrease on ΞI as follows. Let
SpΞIq be the set of all Ψ P EpΞIq such that for any N P Z

�, for any differential
operator D on Gd,n, and any constant coefficient differential operator E on
Rn�d, the following condition holds

suppσ,xI1 qPWI�Rn�d

}xI1}N |Ey DσpΨ � τ�1
I qpσ, xI1 q|   8 (4.35)

We now claim that

SpGpd, nqq � tΨ P EpGpd, nqq | Ψ|ΞI
P SpΞI q for all Iu (4.36)

This is an alternative characterization of SpGpd, nqq and is in fact the one used
in [8] and [35]. We will postpone for later the proof of the equivalence (4.36),
which involves a few tedious calculations.

Assuming the equivalence (4.36), we note that the sum on the right hand side
in (4.30)

Φipσ, xq � ņ

j�1

pPrσpvqqj dνpXijqψpσ, xq (4.37)

belongs to SpGpd, nqq. This is because dνpXijqψ P SpGpd, nqq for all i, j and,
for fixed v, the map σ ÞÑ pPrσpvqqj is a smooth, hence bounded, function on
the compact set Gd,n.

Now fix a d-multiindex I, choose any i, 1 ¤ i ¤ n, and consider the restriction
Φi|ΞI

. By the equivalence (4.36), this restriction belongs to SpΞIq. Thus, for
any differential operator D on Gd,n, DσΦipσ, xq belongs to SpΞIq. From this
and from the estimate (4.35), we see that the family of functions on Rn�d given
by tDσpΦi � τ�1

I qpσ, xq |σ PWIu forms a bounded set in SpRn�dq.
Next let i and m be any two indices such that i,m P I 1. The relation (4.32) can
be written

xi pΦm � τ�1
I qpσ, xI1 q � xm pΦi � τ�1

I qpσ, xI1 q (4.38)

for all pσ, xI1 q P WI � Rn�d. Applying the differential operator D (which acts
on the first argument σ) to both sides, we get

xi DσpΦm � τ�1
I qpσ, xI1 q � xm DσpΦi � τ�1

I qpσ, xI1 q (4.39)

88



This last relation inplies that

xi � 0 ùñ DσpΦi � τ�1
I qpσ, xI1 q � 0

on WI � Rn�d.

At this point we invoke a simple version of a result by Langebruch ([27], Theorem
1.6), which we state as follows:

Theorem 4.2.7. Fix 1 ¤ i ¤ n and let SipRnq be the closed subspace of SpRnq
consisting of all f P SpRnq which vanish on the hyperplane xi � 0. Let Li

be multiplication by xi. Then Li is a linear homeomorphism from SpRnq onto
SipRnq.
Note that one consequence of Langenbruch’s theorem is the non-obvious result
that if xif P SpRnq, then f P SpRnq.
Going back to the proof of Lemma 4.2.6, we know that since DσpΦi�τ�1

I qpσ, yq P
SpΞIq, the family of functionstDσpΦi � τ�1

I qpσ, �q |σ PWIu
is a bounded set in SpRn�dq.
By (4.33), the family above is in fact a bounded subset of SipRn�dq. Now
according to Theorem 4.2.7, multiplication by 1{xi is a continuous map from
SipRn�dq onto SpRn�dq. Hence the collectiontp1{xiqDσpΦi � τ�1

I qpσ, �q |σ PWIu
is a bounded subset of SpRn�dq. But p1{xiqDσpΦi � τ�1

I pσ, xq � Dσpp1{xiqΦi �
τ�1
I pσ, xI1 q. If we apply the usual seminorms defining SpRdq, we conclude that

suppσ,xqPWI�Rd

}x}N |ExDσpp1{xiqΦi � τ�1
I qpσ, xI1 q|   8 (4.40)

Finally we note that

1

xi

pΦi � τ�1
I qpσ, xI1 q � pΦv|ΞI

q � τ�1
I pσ, xI1 q

(4.40) therefore shows that the restriction Φv|ΞI
belongs to SpΞIq. Hence by

the correspondence (4.36), Φv P SpGpd, nqq.
It finally remains to prove the correspondence (4.36). As a first step, we will
show that for any C8 function Ψ on ΞI , the derivatives dνpUqΨ, for U P g, can
be expressed as a finite sumpdνpUqΨq � τ�1

I pσ, xI1 q �
α̧

pαpxI1q pEαqxI1 pDαqσ pΨ � τ�1
I qpσ, xI1 q (4.41)
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where pαpxI1q is a polynomial, Eα is a constant coefficient differential operator
on Rn�d, and Dα is a differential operator on Gd,n,I .

Now we note that there is a constant CI such that if pσ, xq P ΞI , then}x} ¤ CI }xI1} (4.42)

To prove (4.42), we may, for simplicity, assume that I � t1, . . . , du and I 1 �td� 1, . . . , nu. Let F be any n� d matrix whose columns form an orthonormal
basis of σ, and write

F � �
FI

FI1 

where FI is the upper d� d part of F . Since x P σK, we have

0 � tF x� �
tFI

tFI1� � xI

xI1 
� tFI xI � tFI1 xI1
Now since pσ, xq P ΞI , the matrix FI is nonsingular. Hence

xI � � �p tFIq�1 tFI1� xI1
The matrix

�p tFIq�1 tFI1� depends only on σ; since σ PWI , which has compact

closure, its operator norm of
�p tFIq�1 tFI1� is bounded, and the estimate (4.42)

follows.

Suppose then that Ψ P EpGpd, nqq such that, for each I, the restriction Ψ|ΞI

belongs to SpΞIq. Since W I � Gd,n,I , the equation (4.41) and the estimate
(4.42) shows that Ψ P SpGpd, nqq.
Next we show that if Ψ is any C8 function on Gpd, nqI , then the derivatives
EDσpΨ � τ�1

I qpσ, xI1 q, for any differential operator D on Gpd, nqI , can be ex-
pressed as a finite sum in terms of the action of the universal enveloping algebra
as follows:  

EDσpΨ � τ�1
I q( � τIpσ, yq �

β̧

hβpσ, yq dνpUβqΨpσ, yq (4.43)

Here Uβ P Upmpnqq and each hβ is a C8 function on Gpd, nqI , whose restric-
tion restriction to each fiber pσ, �q is a polynomial of fixed degree k in y, with
coefficients depending smoothly on σ.

Suppose now the Ψ P SpGpd, nqq. We apply the conversion equation (4.43) to
the restriction of Ψ on ΞI . Now WI has compact closure in Gd,n,I , and so there
exists a exists a constant R such that |hβpσ, yq| ¤ Rp1�}y}qk for all pσ, yq P ΞI .
This estimate on h shows that the restriction of Ψ to each ΞI belongs to SpΞIq.
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Thus we need only verify the conversion equations (4.41) and (4.43). They
can be derived by tedious but straightforward calculations. First, let us derive
(4.41). To do this, we just need to derive it for U P mpnq. If we express any
U P Upmpnqq as an algebraic combination of elements of mpnq, (4.41) will follow
by iteration.

For simplicity, we again assume that I � t1, . . . , du and I 1 � td� 1, . . . , nu.
Let U � v P Rn. Note that

τ�1
I pσ, xI1 q � pσ,� � �

tF�1
I

tFI1�xI1
xI1 
q (4.44)

and if we write

v � �
vI

vI1 

the projection of v on σK is

v � F p tF qv � �
vI � FI

tFIvI � FI
tFI1vI1

vI1 � FI1 tFIvI � FI1 tFI1vI1 

It follows thatpdνpUqΨq � τ�1

I pσ, xI1 q� d

dt

�
Ψ � τ�1

I

� pσ, xI1 � t
�
vI1 � pFI1 tFIqvI � pFI1 tFI1qvI1�q����

t�0

Now both FI1 tFI and FI1 tFI1 depend only on σ. It is easy to see that the right
hand side above equals the expression

ņ

j�d�1

ajpσq BBxj

pΨ � τ�1
I qpσ, xI1 q,

where the ai1j are C8 functions of σ. The expression above is of course of the

form (4.41).

Next let U � X P sopnq. ThenpdνpUqΨq � τ�1
I pσ, xI1q� d

dt
Ψpexpp�tXq � σ, expp�tXq �� � �

tF�1
I

tFI1�xI1
xI1 
q����

t�0� d

dt
pΨ � τ�1

I qpexpp�tXq � σ, xI1q����
t�0� d

dt
pΨ � τ�1

I qpσ, pI1pexpp�tXq � � � �
tF�1

I
tFI1�xI1

xI1 
qq����
t�0
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where pI1 denotes the projection x ÞÑ xI1 of Rn onto Rn�d. The first term on
the right is obviously of the form DσpΨ � τ�1

I qpσ, xI1 q, where D is a differential
operator acting on the first argument. The second term corresponds to a vector
field acting on xI1 , with coefficients depending smoothly on σ and linearly on
xI1 . Both terms can thus be seen to be of the form of the right hand side of
(4.41).

To derive (4.43), we can again assume that I � t1, . . . , du. It is sufficient
to consider the operators D and E separately, and in fact, to assume that
these are C8 vector fields on Gd,n,I and Rn�d. The reason is that we can
apply induction on the order of the operator EDσ, keeping in mind that if
hβpσ, yq is a polynomial in y with smooth coefficients depending on σ, then so
is dνpUqhpσ, yq, for any U P Upmpnqq.
So let Ψ P EpΞIq. Fix a vector v P Rn�d, and let E � Ev be the corresponding
directional derivative in Rn�d. Let us again assume that F is any n� d Stiefel
matrix whose columns form an orthonormal basis of σ. Then 

EpΨ � τ�1
I q( � τIpσ, yq � d

ds
Ψpσ, yI1 � svq����

s�0� d

ds
Ψpσ,� tF�1

I FI1pyI1 � svq
yI1 � sv


q����
s�0� d

ds
Ψpσ, y � s

�
tF�1

I FI1v
v


q����
s�0� d

ds
Ψpσ, y � s γσpvqq����

s�0

(4.45)

Now the orthogonal projection PσK from Rn�d � tp0, . . . , 0, xd�1, . . . , xnq |xj P
Ru onto σK is a bijection. If G is a Stiefel n � pn � dq matrix whose columns
form an orthonormal basis of σK, then if w P Rn�d, we have

PσK � 0
w


 � G tG

�
0
w


 � �
GI

tGI1w
GI1 tGI1w 


(4.46)

where we have written

G � �
GI

GI1 

,

where GI1 is the lower pn � dq � pn � dq part of G. By our choice of I, GI1 is
nonsingular on Gd,n,I , so if we put

γσpvq � PσK �
0
w



we obtain w � pGI1 tGI1q�1 v. We can write the linear operator pGI1 tGI1q�1 on
Rn�d as Apσq, with the matrix coefficients depending smoothly on σ. Thus the
right hand side of (4.45) equals

d

ds
Ψpσ, y � s PσKpApσqwqq����

s�0

� dνpApσqwqΨpσ, yq,
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which is an expression of the form (4.43).

Next we verify (4.43) for E � 1 and Dσ a vector field on Gd,n,I . Such a
vector field is a smooth linear combination of the vector fields induced by the
infinitesimal Opnq-action on Gd,n. Thus for fixed X P sopnq, it suffices to
calculate pDσpΨ � τ�1

I qq � τIpσ, yq � d

ds
pψ � τ�1

I qpexppsXq � σ, yI1q����
s�0

for pσ, yq P ΞI . By (4.44), the right hand side above equals

d

ds
ΨpexppsXq � σ,� � tpexppsXqF q�1

I
tpexppsXqF qI1 yI1
yI1 
q����

s�0

(4.47)

Put

Apσ, sq y � � � tpexppsXqF q�1
I

tpexppsXqF qI1 yI1
yI1 


and Bpσ, sqy � expp�sXqApσ, sqy. Since Apσ, sqy P pexppsXq � σqK, we have
Bpσ, sqy P σK. Moreover, Bpσ, 0qy � y. Thus (4.47) equals

d

ds
ΨpexppsXq � σ, exppsXq �Bpσ, sqyq����

s�0� d

ds
ψpexppsXq � σ, exppsXq � yq����

s�0

� d

ds
Ψpσ,Bpσ, sqyq����

s�0

The first term on the right above is just �dνpXqΨpσ, yq, which is certainly of
the form (4.43). By use of (4.46), we can write the second term as

d

ds
Ψpσ, PσK pCpσ, sq yqq����

s�0

(4.48)

where Cpσ, sqy P Rn�d. Now Cpσ, sqy depends smoothly on σ and s, and linearly
on y. Thus its derivative with respect to s at s � 0 is a vector in R

n�d of the form°
j Cjpσqpyq ej , where each Cjpσqpyq is a linear function of y, with coefficients

depending smoothly on σ. Thus (4.48) equals�
j̧

CjpσqpyqdνpejqΨpσ, yq,
which is also of the form (4.43).

This finishes the proof of Lemma 4.2.6, and completes the proof of Theorem
4.2.2.

We can also formulate the range theorem for the d-plane transform in terms of
a single fourth order Mpnq-invariant differential equation. Consider the element

D � ¸
1¤i j l¤n

V 2
ijl (4.49)
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of Upmpnqq. We claim that D is an Ad pMpnqq-invariant element of Upmpnqq.
From this it will follow that dνpDq is an Mpnq-invariant differential operator on
Gpd, nq.
It is clear from Lemma 4.2.3 that Ad pvqD � D for all v P R

n. Thus to prove
the claim, we just need to show that Ad pkqD � D for all k P Opnq. Now

let W be the subspace of Upmpnqq spanned by the Vijl and let �W � Upmpnqq
the subalgebra generated by W . Let T be the (well-defined) linear map of
V � Λ3Rn onto W given by T pei ^ ej ^ vlq � Vijl (1 ¤ i, j, l ¤ n). Next
let Ψ � Λ3k : Λ3Rn Ñ Λ3Rn be the orthogonal transformation on V � Λ3Rn

induced by k. Then by (4.18),

T �Ψ � Adpkq � T (4.50)

Extend T to a homomorphism of the tensor algebra bV onto �W , and extend Ψ
to an algebra homomorphism on bV . Then (4.50) also holds for T : bV Ñ �W .
Letting wijl � ei ^ ej ^ el P Λ3Rn, we have

T

� ¸
j k l m

wijl b wijl


 � ¸
i j l

V 2
ijl.

Since Ψ is an orthogonal transformation on V , the sum
°
wijl b wijl is Ψ-

invariant in bV . Hence by (4.50),
°
V 2

ijl is Adpkq-invariant in �W .

Since Gpd, nq � Mpnq{pMpdq �Opn� dqq is the quotient of unimodular groups,
there exists a measure µ onGpd, nq, unique up to constant multiple and invariant
under the action of Mpnq. We fix the measure µ to satisfy»

Gpd,nq ϕpξq dµpξq � »
Gd,n

»
σK ϕpσ, xq dσKpxqdσ, pϕ P DpGpd, nqqq (4.51)

Then by the formal duality (1.11) of R and R�, or by direct computation,»
Gpd,nqRfpξqϕpξq dµpξq � »

Rn

fpxqR�ϕpxq dx (4.52)

for all f P DpRnq, ϕ P EpGpd, nqq. If D is a differential operator on Gpd, nq,
the adjoint operator with respect to µ will be denoted D�. Since µ is preserved
under the Mpnq-action, we have dνpXq� � �dνpXq for all X P mpnq. From this
it follows that dνpVijlq� � dνpVijlq.
Let ϕ P SpGpd, nqq. If ϕ satisfies dνpVijlqϕ � 0, then of course dνpDqϕ � 0.
Conversely, if dνpDqϕ � 0, then

0 � ¸
i j l

»
Gpd,nq �dνpV 2

ijlϕ
� pξq �ϕpξq	 dµpξq� ¸

i j l

»
Gpd,nq |pdνpVijlqϕqpξq|2 dµpξq
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This implies that dνpVijlqϕ � 0. Thus we have proved that

ϕ P SDpGpd, nqq ðñ dνpDqϕ � 0

It follows from Theorem 4.2.2 that the range of R consists precisely of the
functions annihilated by the single fourth order operator dνpDq:
Theorem 4.2.8.

RSpRnq � tϕ P SpGpd, nqq | dνpDqϕ � 0u.
Theorem 4.2.8 has a natural generalization to Radon transforms on affine Grass-
mannians. (See [11].)

4.3 The Range of the Dual d-plane Transform

In Theorem 2.5.8 we proved that if R� is the classical dual transform, then
R�EpGpn � 1, nqq � EpRnq. Our objective in this section is to generalize this
result to the dual d-plane transform. Thus we wish to prove:

Theorem 4.3.1. Let R� be the dual d-plane transform. Then

R�EpGpd, nqq � EpRnq.
The proof of Theorem 4.3.1 is easier when d is even, since R�R is inverted by a
power of the Laplacian. To prove the theorem for all d, we will need to invoke a
few results on Riesz potentials from Ortner’s paper [32], which we will mention
along the course of the proof.

For each σ P Gd,n, let LσK denote the Laplacian on the fiber σK. Define the
operator l on Gpd, nq by plϕq|σK � LσK pϕ|σKq
for ϕ P EpGpd, nqq, where ϕ|σK denotes the restriction of ϕ on σK.

Then it is easy to check directly that

RpLfqpσ, xq � lpRfqpσ, xq (4.53)

for all f P SpRnq. For instance, if we put U � °n

j�1 e
2
j P Upmpnqq, then the

relation above follows from (4.16) and the fact that L � dλpUq, l � dνpUq.
We note that is easy to check that U is Ad Mpnq-invariant. This implies that l
is an Mpnq-invariant differential operator on Gpd, nq.
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The paper [10] shows that the algebra DpGpd, nqq of Mpnq-invariant differential
operators on Gpd, nq has l � minpd� 1, n� dq algebraically independent gener-
ators, of orders 2, 4, . . . The operator l and the range-characterizing operator
D � °

V 2
ijl defined in (4.49) turn out to be the generators of order 2 and 4,

respectively.

Now by Propositions 1.2.3, 1.2.4 and the remark after, we know that the d-plane
transform can be extended to distributions. More precisely, the basic duality of
R and R� gives us continuous map R : E 1pRnq Ñ E 1pGpd, nqq given by

RT pϕq � T pR�ϕq pϕ P EpGpd, nqqq
and R� : D1pGpd, nqq Ñ D1pRnq given bypR�Ψqpfq � ΨpRfq pf P DpRnqq
We now define a “fiber Riesz potential” on Gpd, nq as follows. Suppose that
ϕ P SpGpd, nqq. In accordance with (3.21), the fractional power p�lqkϕ is
defined byp�lqkϕpσ, xq � I�2kϕpσ, xq� Hn�dp�2kq »

σK ϕpσ, yq }x� y}�2k�pn�dq dσKpyq (4.54)

interpreted for k ¥ 0 by analytic continuation. Here the constant Hn�dp�2kq
is given by (3.22).

Suppose that O is an open subset of Gd,n which admits a local cross section
σ ÞÑ ηpσq of Opnq, so that ηpσq � σ0 � σ. If we identify σK0 with Rn�d, then we
obtain a local trivialization of the vector bundle Gpd, nq over O:

Γ : O � R
n�d Ñ π�1pOqpσ, xq ÞÑ pσ, ηpσq � xq (4.55)

The Riesz potential (4.54) can thus be writtenp�lqkϕpΓpσ, xqq � Hn�dp�2kq »
Rn�d

ϕ � Γpσ, uq }x� u}�2k�pn�dq du
Thus, under the parametrization Γ, the operator p�lqk is given by convolution
with a tempered distribution in Rn�d. Hence p�lqkϕ P EpGpd, nqq and the map
ϕ ÞÑ p�lqkϕ is continuous from SpGpd, nqq to EpGpd, nqq.
Lemma 4.3.2. Let ϕ P SpGpd, nqq and k ¥ 0. Then there exists a constant C
such that ��p�lqkϕpσ, xq�� ¤ C p1� }x}q�2k�pn�dq
for all pσ, xq P Gpd, nq.
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This lemma is a consequence of Lemma 1 of [32], which generalizes the estimate
(3.28).

From the lemma, it follows that the partial Fourier transform Fdpp�lqkϕq is
therefore given by an absolutely convergent integral for ϕ P SpGpd, nqq. By
(3.26) it satisfies

Fdpp�lqkϕqpσ, uq � }u}2k pFdϕqpσ, uq (4.56)

Lemma 4.3.3. Let f P SpRnq. Then for any k ¥ 0,

Rpp�Lqk fq � p�lqkpRfq (4.57)

Proof. If k P Z�, this follows from (4.53), so we assume k R Z�. By Lemma 1
of [32], p�Lqkfpxq � Op}x}�n�2kq as }x} Ñ 8, so Rpp�Lqkfq is well-defined.
The relation 4.57 follows, since the partial Fourier transform of both sides is}u}2k rfpuq.
The lemma above allows us to express the inversion formula (3.41) for the d-
plane transform in the following way. If f P SpRnq, then by (3.40) and (3.43),
we have

fpxq � IdpI�dfqpxq� Hnpdq »
Rn

pI�dfqpx� yq }y}d�n dy� Ωn

Ωd

HnpdqR�RpI�dfqpxq� 1

cd,n

R�Rpp�Lq d
2 fqpxq� 1

cd,n

R�pp�lq d
2Rfqpxq (4.58)

where cd,n is the constant ΩdpHnpdqΩnq�1.

Since p�lqk is a radial convolution operator (or an integral power of the Lapla-
cian) on the fibers of Gpd, nq, it is easy to see from (4.51) that»

Gpd,nqp�lqk ϕpξqψpξq dµpξq � »
Gpd,nq ϕpξq p�lqkψpξq dµpξq (4.59)

for all k ¥ 0 and all ϕ, ψ P DpGpd, nqq. Thus for any T P E 1pGpd, nqq, we can
define the distribution p�lqkT P D1pGpd, nqq by the formula pp�lqkT qpϕq �
T pp�lqkϕq, for any ϕ P DpGpd, nqq. Since the map ϕ ÞÑ p�lqkϕ is continuous
from DpGpd, nqq to EpGpd, nqq, the adjoint map T ÞÑ p�lqkT is continuous from
E 1pGpd, nqq to D1pGpd, nqq.
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Lemma 4.3.4. For any g P Mpnq, ϕ P DpGpd, nqq, and T P E 1pGpd, nqq, we
have

νpgq pp�lqkϕq � p�lqkpνpgqϕq (4.60)

and

νpgq pp�lqkT q � p�lqkpνpgqT q (4.61)

Proof. If g � k P Opnq, then (4.60) is obvious from the definition of p�lqk. If
g P Rn, then (4.60) will follow if we take the partial Fourier transform of both
sides and use Lemma 4.2.1 (ii) and (4.56). (4.61) then follows by applying both
sides to a test function ϕ P DpGpd, nqq.
Let D be the element

°
i j l V

2
ijl P Upmpnqq. The following lemma is a distri-

bution version of Theorem 4.2.8.

Lemma 4.3.5.

RE 1pRnq � tΨ P E 1pGpd, nqq | dνpDqΨ � 0u
Proof. We use an approximation argument as follows. Let tφmu8m�1 be an
approximate identity in Mpnq. If T and Ψ are distributions on R

n and Gpd, nq,
respectively, we define the regularizations λpφmqT and νpφmqΨ by (1.37). In
particular, if T P E 1pRnq, then λpφmqT P DpRnq and λpφmqT Ñ T weakly in
E 1pRnq as m Ñ 8. Since R : E 1pRnq Ñ E 1pGpd, nqq is continuous (with respect
to either the weak and strong topologies), we obtain

dνpDq pRT q � lim
mÑ8 dνpDqRpνpφmqT q� 0

where we have used (4.17).

On the other hand, suppose that Ψ P E 1pGpd, nqq satisfies dνpDqΨ � 0. Then
Ψ is the weak limit of νpφmqΨ in E 1pGpd, nqq, and by the Mpnq-invariance of
dνpDq, we obtain

dνpDq νpφmqΨ � νpφmq dνpDqΨ� 0.

Thus by Theorem 4.2.8 and the support theorem for the d-plane transform
(which follows easily from the classical support theorem), we conclude that
νpφmqΨ � Rfm, for some fm P DpRnq. From the inversion formula (4.58) we
have

cd,n fm � R�pp�lq d
2 pνpφmqΨqq (4.62)
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Now by Lemma 4.3.4, p�lq d
2 pνpφmqΨq � νpφmqpp�lq d

2 Ψq, which converges

to p�lq d
2 Ψ in D1pGpd, nqq. Since R� is continuous, fm converges to the distri-

bution T � c�1
d,nR

�pp�lq d
2 Ψq in D1pRnq.

Now the functions νpφmqΨ are all supported on a common compact subset of
Gpd, nq, so by the support theorem, the functions fm are all supported in a
common compact subset of Rn. Thus T P E 1pRnq and tfmu converges to T in
the (weak) topology of E 1pRnq. Since R is continuous from E 1pRnq to E 1pGpd, nqq,
it follows that

Ψ � lim
mÑ8 νpφmqΨ � lim

mÑ8Rfm � RT

the convergence being in E 1pGpd, nqq. This completes the proof of the lemma.

Lemma 4.3.5 shows that the range RE 1pRnq is a closed subset of E 1pGpd, nqq. It
is not hard to show, using approximate identities in Rn for example, that R is
injective on E 1pRnq. From this, we see that Theorem 4.3.1 is a consequence of
Theorem 1.2.5.
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Chapter 5

Radon Transforms on

Spheres

5.1 The Duality

In this chapter, we study the generalization of Funk’s transform to the n-
dimensional sphere Sn. The problem is to invert, and find the range of, the
Radon transform which integrates a function f P EpSnq over all d-dimensional
great spheres. (We could assume that f is merely continuous, but we get a richer
set of results by assuming smoothness.) Now the integral of an odd function
on Sn over any great sphere is zero. Thus we can recover only the even part of
a function from its great sphere integrals. We will therefore assume from the
outset that our functions are even.

We endow Sn with the Riemannian metric inherited from R
n�1. If we consider

the elements of Rn�1 as column vectors

x � ����� x0

x1

...
xn

�ÆÆÆ
the matrix multiplication pk, xq ÞÑ k � x is a transitive action of the orthogonal
group Opn � 1q on Sn. Each k P Opn � 1q acts as an isometry on Sn, and the
isotropy subgroup K of Opn�1q at the north pole e0 is the subgroup consisting
of the matrices �

1 0
0 k1 
 pk1 P Opnqq

which we identify with Opnq. Thus Sn � Opn� 1q{Opnq.
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Since we’ll be integrating even functions on Sn, we can just as well work with
functions on real projective space RP

n, but we will stick with Sn.

Now any d-dimensional great sphere in Sn is the intersection of Sn with a
unique pd� 1q-dimensional subspace of R

n, so the space of such great spheres is
the Grassmannian Gd�1,n�1. This is acted upon transitively by Opn� 1q, and
the isotropy subgroup Q at the subspace σ0 � Re0 � � � � � Red consists of the
matrices �

k1 0
0 k2 
 pk P Opd� 1q, k1 P Opn� dqq (5.1)

which we identify with Opd� 1q�Opn� dq. Thus Gd�1,n�1 � Opn� 1q{pOpd�
1q �Opn� dq.
Our Radon transform should therefore correspond to the double fibration

Opn� 1q{pK XQq
p

wwpppppppppppp
π

((QQQQQQQQQQQQ

Sn Gd�1,n�1

(5.2)

where K XQ � Opdq �Opn� dq.
Exercise 5.1.1. Prove that x � gK P Sn and σ � γH P Gd�1,n�1 are incident
if and only if x lies in σ.

The orbit pσ0 � Q � e0 is the d-dimensional great sphere σ0 X Sn. Since the
elements of H act as isometries on Sn, the Riemannian measure on this great
sphere is invariant under the action of H . By left translation by an appropriate
element of Opnq, it is clear that if σ P Gd�1,n�1, then pσ � σ X Sn and that
the Riemannian measure on pσ is invariant under the subgroup of Opnq fixing σ.
Thus the Radon transform associated with the double fibration (5.2) integrates
any function f P CpSnq over d-dimensional great spheres, with respect to the
Riemannian measure on those spheres.

For convenience we put Gd�1,n�1 � Ξd and view the elements of Ξd as the
d-dimensional great spheres in Sn.

If x � g � e0 P Sn, then the orbit qx � gOpnq � σ0 consists of all d-dimensional
great spheres containing x. It is clear that the mapping x ÞÑ qx is two to one,
with p�xq_ � qx.
Let f be an even continuous function on Sn. Then its Radon transform is given
by

Rfpσq � »
σ

fpxq dmpxq pσ P Ξdq (5.3)

where dmpxq denotes the Riemannian measure on the great d-sphere σ. Thus
when d � 1, dmpxq is just the arc length on the great circle σ. If ϕ P CpΞdq,
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then its dual transform at x P Sn is

R�ϕpxq � »
σ�x

ϕpσq dµpξq (5.4)

where dµpσq is the normalized measure on the set of all σ P Ξd containing x
invariant under the subgroup Kx of Opnq fixing x. If x � g � e0, we have

R�ϕpxq � »
K

ϕpgk � σ0q dk (5.5)

where dk is the normalized Haar measure on Opnq.
5.2 The Laplace-Beltrami Operator on Sn

Let us first recall some general facts about the Laplace-Beltrami operator on a
Riemannian manifold M . For details, see, for example Helgason’s book Groups
and Geometric Analysis [17], Chapter II, Section 2.

Let g be the Riemannian metric tensor on M . If f P EpMq, then its gradient is
the unique smooth vector field gradf on M such that

gpgradf, Y q � Y f (5.6)

for any smooth vector field on M .

Next, let ∇ be the Riemannian connection corresponding to g. ∇ is the unique
affine connection on M such that (i) the torsion tensor is zero:

∇XY �∇Y X � rX,Y s (5.7)

for all smooth vector fields X and Y in M , and (ii) g is invariant under parallel
translations, which amounts to

ZpgpX,Y qq � gp∇ZX,Y q � gpX,∇ZY q (5.8)

for all smooth vector fields X, Y, Z on M .

We arrive at ∇ as follows. Assuming (i) and (ii) for the moment, permute X, Y
and Z cyclically in (5.8):

XpgpY, Zqq � gp∇XY, Zq � gpY,∇XZq (5.9)

Y pgpZ,Xqq � gp∇Y Z,Xq � gpZ,∇YXq, (5.10)

subtract (5.10) from the sum of (5.8) and (5.9) and use (5.7) to obtain

2 gp∇ZX,Y q � XpgpY, Zqq � Y pgpZ,Xqq � ZpgpX,Y qq� gprX,Y s, Zq � gprY, Zs, Xq � gprZ,Xs, Y q (5.11)
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So define ∇ZX by (5.11). By direct computation, it can be checked that ∇ is
an affine connection on M satisfying properties (i) and (ii); (5.11) itself, which
follows from (i) and (ii), guarantees the uniqueness of ∇.

The relation ∇fYX � f ∇YX for all f P EpMq and all smooth vector fields X
and Y on M shows that, for fixed X , p∇Y Xqppq depends only on the tangent
vector Yp.

If X is any smooth vector field on M , then its divergence divX is the function
on M given at p PM by

divXppq � tracepv ÞÑ ∇vXq pv P TpMq (5.12)

where TpM denotes the tangent space to M at p.

The gradient and the divergence have the following local expressions. LetpU, x1, . . . , xnq be a coordinate chart in M . If p P U , then TpM has basistB{Bxjunj�1. Put gijppq � gppB{Bxi, B{Bxjq. The n�n symmetric matrix pgijppqq
is positive definite, and we put gppq � detpgijppqq, pgijppqq � pgijppqq�1. It is
easy to check that on U

gradf � ¸
1¤i,j¤n

gij BfBxi

BBxj

(5.13)

by noting that the inner product of both sides with B{Bxk is Bf{Bxk.

The Christoffel symbols Γk
ij are the smooth functions on U defined by

∇B{Bxi

BBxj

� ņ

k�1

Γk
ij

BBxk

(5.14)

From (5.7), we have Γk
ij � Γk

ji for all i, j, k, and (5.11) givesBgklBxj

� BgjkBxl

� BgljBxk

� 2
ŗ

Γr
jk grl (5.15)

Let X be a smooth vector field on U , and write X � °n

i�1 fi B{Bxi. Then by
(5.12) and (5.14),

divX � ņ

i�1

BfiBxi

�
i̧,j

fjΓ
i
ij (5.16)

Proposition 5.2.1. If X � °
i fi B{Bxi, then

div X � 1?
g

ņ

i�1

BBxi

pag fiq (5.17)
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Proof. The right hand side of (5.17) equals

ņ

i�1

BfiBxi

� 1

2g

ņ

i�1

fi

BgBxi

Thus by (5.17) we just need to prove that

1

2g

BgBxj

� ņ

i�1

Γi
ij (5.18)

Now according to Exercise 5.2.2 below,

1

g

BgBxj

�
ķ,l

gkl BgklBxj

(5.19)

To relate the right hand side above to (5.18), we make use of (5.15). In partic-
ular, we replace the indices j, k, l in (5.15) by l, j, k, respectively, we obtainBgjkBxl

� BgljBxk

� BgklBxj

� 2
ŗ

Γr
lj grk

Adding this to (5.15) givesBgklBxj

�
ŗ

�
Γr

jk grl � Γr
lj grk

�
which in turn yields

ķ,l

gkl BgklBxj

�
ķ

Γk
jk �

ļ

Γl
lj � 2

i̧

Γi
ij

Using (5.19), this proves (5.18).

Exercise 5.2.2. Prove Equation (5.19).

The Laplace-Beltrami operator in M is the second order differential operator

f P EpMq ÞÑ Lf � div pgradfq (5.20)

On a chart pU, x1, . . . , xnq, (5.13) and (5.17) shows that the Laplacian is given
by

Lf � 1?
g

i̧,j

BBxi

�a
g gij BfBxj



(5.21)

For example, if M � Rn, then gij � δij and Lf is the usual Laplacian of f .

If ϕ is a diffeomorphism of M , the push-forward of the affine connection ∇ by
ϕ is the affine connection ∇ϕ on M given by ∇ϕ

XY � p∇
Xϕ�1Y ϕ�1qϕ, where

105



Xϕ�1 � pϕ�1q�X . If ϕ is an isometry, then (5.7), (5.8), and the uniqueness
of ∇ show that ∇ϕ � ∇. Then (5.12) shows that div pXϕq � pdivXqϕ. In
addition, (5.6) shows that grad fϕ � pgrad fqϕ. From this it follows that the
Laplace-Beltrami operator is invariant under any isometry ϕ of M :

Lpfϕq � pLfqϕ
It turns out that any diffeomorphism of M preserving the Laplacian is in fact
an isometry; see [19], Chapter II.

Fix p P M . From general theory, we know that the Exponential map is a
diffeomorphism of a neighborhood V of 0 in TpM onto a neighborhood U of
p in M . We can assume that V is a ball }v}   R, with R sufficiently small,
so that U � tq P M | dpp, qq   Ru. Fix any orthonormal basis v1, . . . , vn of
TpM and consider the isometry η : ej ÞÑ vj of Rn onto TpM . Then the map
ψ : pr, ωq Ñ Exppηprωqq is a diffeomorphism of p0, Rq � Sn�1 onto Uztpu. If
q P Uztpu, we call ψ�1pqq � pr, ωq the geodesic polar “coordinates” of q.

It is a well-known fact that if R is small and if v is any unit vector in TpM , then
the geodesic t ÞÑ Expptvq, for 0   t   R, intersects the sphere Srppq, for 0   r  
R, at a right angle. Hence if we choose local coordinates θ1, . . . , θn�1 on Sn, then
the Riemannian metric tensor with respect to the coordinates pr, θ1, . . . , θn�1q
on U is of the form

dr2 �
i̧,j

gijpr, θ1, . . . , θn�1q dθi dθj

Let us now consider the case when M � Sn. If p P Sn, then the geodesics
through p are the great circles passing through p, and if 0   r   π, the sphere
Srppq � tω P Sn | dpp, ωq � ru is the pn�1q-dimensional sphere of constant lati-
tude xp, ωy � cos r. The Riemannian metric tensor in geodesic polar coordinates
at p is thus of the form

g � dr2 � sin2 r
i̧,j

hijpθ1, . . . , θn�1q dθi dθj

Thus, if f P EpSn�1q is constant on the spheres Srppq, then by (5.21),

Lf � � B2Br2 � pn� 1q cot r
BBr
 f (5.22)

The differential operator on the right hand side above, which we denote by
∆pLq, is called the radial part of L:

∆pLq � B2Br2 � pn� 1q cot r
BBr p0   r   πq (5.23)

In the next section we will see that it figures prominently in the inversion of the
Radon transform on Sn.
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Now since the elements of Opn� 1q act as isometries (specifically rotations and
reflections) on Rn, and since Opn � 1q preserves Sn, the elements of Opn � 1q
are also isometries on the submanifold Sn. It turns out that any isometry σ of
Sn is given by ω ÞÑ k � ω for some k P Opn� 1q. We shall skip the proof of this,
which is easy, but we won’t need it later. We shall also skip the proof of the
following result, which may be found in [17], Chapter II.

Proposition 5.2.3. Let D be a differential operator on Sn, invariant under
all elements σ P Opn � 1q. Then D is a polynomial in the Laplace-Beltrami
operator:

D � am Lm � am�1 L
m�1 � � � � � a1 L� a0

where the aj are complex constants.

On Sn, the Laplacian is a differential operator coming from the infinitesimal
left action of an invariant element in the universal enveloping algebra of sopnq.
For this we temporarily generalize a bit and consider a semisimple (and not
necessarily compact) Lie group G with Lie algebra g. Then by definition, the
Killing form on g, given by

BpX,Y q � tr padX � adY q pX,Y P gq
is nondegenerate. Fix a basis X1, . . . , Xm of g, put bij � BpXi, Xjq, and letpbijq � pbijq�1. The Casimir operator of g is the element

Ω �
i̧,j

bij XiXj

of Upgq.
Exercise 5.2.4. Show that Ω is independent of the choice of basis of g.

The Adjoint representation of G on g extends to a representation of G on the
universal algebra Upgq, given on monomials by

AdpgqpY1 � � �Yrq � pAdpgqY1q � � � pAdpgqYrq
for g P G and Y1, . . . , Yr P g.

Let
UpgqG � tD P Upg |AdpgqD � D for all g P Gu

For G semisimple, the algebra UpgqG is well known. (See [16], Chapter II.) For
us, we will just need the fact that Ω P UpgqG. This will, of course, follow from
Exercise 5.2.4, but we can also prove this directly as follows. Put

Ad pgqXj � m̧

i�1

cij Xi

107



Then since BpX,Y q � BpAdpgqX,AdpgqY q, we have

bij �
ķ,l

cki bkl clj

If C � pcijq and B � pbijq, this means that tC BC � B. Thus B�1 � CB�1 tC,
and so

Ad pgqΩ �
i̧,j

bij

ķ,l

ckiclj XkXl�
ķ,l

p
i̧,j

ckjb
ijcljqXkXl�

ķ,l

bklXkXl� Ω

Suppose that G acts smoothly on a manifold M on the left via pg,mq ÞÑ g �m.
As in Section 1.3, let λ denote the left regular representation of G on EpMq:

λpgq fpmq � fpg�1 �mq
and let dλ be the corresponding infinitesimal left regular representation of Upgq,
which on any monomial Y1 � � �Yr P Upgq is given by

dλpY1 � � �Yrq fpmq � BrBt1 � � � Btr fpexpp�trYrq � � � expp�t1Y1q �mq����ptj�0q
If τpgq is the left translation m ÞÑ g �m by g P G, it follows that

dλpUqτpgq � dλpAdpgqUq
for all g P G and U P Upgq. Thus if U P UpgqG, dλpUq is a differential operator
on M invariant under the left action of G.

It is a well-known fact that the Killing form on g � sopn � 1q is BpX,Y q �
2pn � 1q trpXY q. Hence the basis Xij of sopn � 1q is an orthogonal basis with
respect to B, and so

Ω1 � ¸
0¤i j¤n

X2
ij (5.24)

is a multiple of the Casimir operator Ω. Thus, if λ is the left regular representa-
tion of Opn� 1q on Sn � Opn� 1q{Opnq, then dλpΩ1q is an Opn� 1q-invariant
second order differential operator on Sn. We claim that dλpΩ1q coincides with
the Laplace-Beltrami operator L on Sn. We will prove this directly, although
it also follows from Proposition 5.2.3 and the fact that both L and dλpΩ1q
annihilate constant functions.
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For this we first consider the local coordinates x � px0, . . . , xnq P Sn ÞÑpx1, . . . , xnq on the open hemisphere x0 ¡ 0. Since

expp�tXijq � x � �������������
x0

...
xi cos t� xj sin t

...
xi sin t� xj cos t

...
xn

�ÆÆÆÆÆÆÆÆÆÆÆ
we see that

dλpXijq � $''&''%xi

BBxj

� xj

BBxi

if 0   i   j ¤ n�
1�°n

j�1 x
2
j

	 1

2 BBxj

if i � 0   j ¤ n

in the given local coordinates. If f P EpSnq, this implies that

dλpΩ1q fpe0q � ņ

j�1

B2fBx2
j

p0, . . . , 0q � lower order terms

On the other hand, the vectors B{Bxj|e0
form an orthonormal basis of the tangent

space Te0
Sn. Thus at e0, pgijq is the identity n � n matrix, and by (5.21), we

see that

Lfpe0q � ņ

j�1

B2fBx2
j

p0, . . . , 0q � lower order terms

Thus dλpΩ1qfpe0q and Lfpe0q agree up to lower order derivatives of f at e0.
Since dλpΩ1q and L annihilate constants, the difference pdλpΩ1q�Lqfpe0q must
be a directional derivative of f at e0; i.e., a tangent vector applied to f . But
since dλpΩ1q and L are left-Opn � 1q-invariant, dλpΩ1q � L is an Opn � 1q-
invariant vector field on Sn. Such a vector field is, in particular, invariant under
all rotations preserving each point in Sn. The only such vector field is 0. This
shows that L � dλpΩ1q.
Let r ¥ 0. The mean value operator M r on functions on Sn is defined as follows.
Choose any point y P Sn such that dpe0, yq � r. Then the set of all points at
distance r from the point x � g � e0 is the orbit gOpnq � y. If f P CpSnq, the
function M rf is defined by

M rfpxq � »
Opnq fpgk � yq dk (5.25)

where the right hand integral is taken with respect to the normalized Haar
measure on Opnq.
The following is the analogue of the Darboux equation (3.9) on the n-sphere.
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Proposition 5.2.5. If f P EpSnq, then

Lx pMdpe0,yqfpxqq � LypMdpe0,yqfpxqq (5.26)

and

LpM rfqpxq � pM rLfqpxq � � B2Br2 � pn� 1q cot r
BBr
 M rfpxq (5.27)

Proof. Let x � g � e0. Then since L � dλpΩ1q,
LxpMdpe0,yqfqpxq � dλpΩ1qpMdpe0,yqfqpg � e0q� »

Opnq dλpΩ1q fpgk � yq dk (5.28)� »
OpnqpdλpΩ1q fqτppgkq�1qpyq dk� »
Opnq�dλpΩ1q f τppgkq�1q�pyq dk� »
Opnq L�f τppgkq�1q�pyq dk� Ly

»
Opnq f τppgkq�1qpyq dk� Ly pMdpe0,yqfpxqq,

proving (5.26). Again, since L � dλpΩ1q, we note that (5.28) can also be written
as »

Opnq Lfpgk � yq dk � pM rLfqpxq,
proving the first equation in (5.27). The second equation in (5.27) follows from
applying (5.22) to the right hand side of (5.26), since y ÞÑ Mdpe0,yqfpxq is
Opnq-invariant.

Let ∆pLq denote the differential operatorB2Br2 � pn� 1q cot r
BBr .

This is the “radial part” of the Laplace-Beltrami operator on Sn acting on any
great circle through the north pole, acting as a transversal manifold to the action
by Opnq.
5.3 Radon Inversion

Let us now invert the Radon transform R in (5.3), which integrates even func-
tions f P EpSnq over d-dimensional great spheres. We shall see that when d
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is even, f can be recovered by applying a polynomial in the Laplace-Beltrami
operator L to R�Rf .

Theorem 5.3.1. Assume that d is even. Let Pn,dptq be the polynomial Pn,dptq �pt�1 � pn�2qqpt�3 � pn�4qq � � � pt�pd�1q � pn�dqq Then for any even function
f P EpSnq, we have

cn,d fpxq � Pn,dpLqR�Rfpxq px P Snq (5.29)

where

cn,d � p�1q d
2 2p2 � 4 � � � pd� 2qqppn� 2qpn� 4q � � � pn� dqqΩd� 2p�2πq d

2 pn� 2qpn� 4q � � � pn� dq
Proof. Since R, R�, and L are Opn � 1q-invariant, it suffices to derive the in-
version formula above for x � e0. For this, let us first calculate R�Rfpe0q.
Now

R�Rfpe0q � »
OpnqRfpk � σ0q dk� »
Opnq »σ0

fpk � yq dmpyq dk� »
σ0

»
Opnq fpk � yq dk dmpyq� »

σ0

Mdpe0,yqfpe0q dmpyq� Ωd

» π

0

M rfpe0q sind�1 r dr� » π

0

F prq sind�1 r dr, (5.30)

where we have put F prq � Ωd M
rfpe0q. Now according to Proposition 5.2.5,

LpR�Rfqpe0q � R�RpLfqpe0q� Ωd

» π

0

M rLfpe0q sind�1 r dr� » π

0

� B2Br2 � pn� 1q cot r
BBr
F prq sind�1 r dr (5.31)

Repeated use of (5.31) thus shows that for any polynomial P ptq,
P pLqpR�Rfqpe0q � » π

0

P p∆pLqqF prq sind�1 r dr

111



Now by integration by parts,

LR�Rfpe0q � » π

0

pF 2prq � pn� 1q cot r F 1prqq sind�1 r dr� pn� dq » π

0

F 1prq sind�2 r cos r dr (5.32)

If d � 2, the right hand side above equalspn� 2q � pF prq cos rq|π0 � » π

0

F prq sin r dr

�
and thus pL� pn� 2qqR�Rfpe0q � �pn� 2qpF p0q � F pπqq� �2pn� 2qΩd fpe0q
which is (5.29). If d ¡ 2, (5.32) equals�pn� dqpd � 2q » π

0

F prq sind�3 r dr � pn� dqpd� 1q » π

0

F prq sind�1 r dr

so thatppL� pn� dqpd� 1qqR�Rfqpe0q � �pn� dqpd� 2q » π

0

F prq sind�3 r dr (5.33)

By (5.30), the right hand side is a multiple of R�
0R0fpe0q, where R0 is the

Radon transform on Sn which integrates over pd�2q-dimensional great spheres.
If d � 4, we obtainpL� 3pn� 4qqpL� pn� 2qqR�Rfpe0q � 4pn� 4qpn� 2qΩd fpe0q,
which gives (5.29); if d ¡ 4, we haveppL� pn� dqpd� 1qqpL� pn� d� 2qpd� 3qqR�Rfqpe0q� pn� dqpn� d� 2qpd� 2qpd� 4q » π

0

F prq sind�5 r dr

Repeating this calculation proves the formula (5.29) in general.

We can also obtain an inversion formula for R by using the method of shifted
dual transforms. In accordance with the script in (3.46) let us first consider
the problem of recovering fpoq from its Radon transform R when f is a smooth
function on Sn invariant under Opnq. For such a function f , it is clear that
fpxq depends only on the distance dpo, xq, or more precisely on its restriction
to any great circle passing through the north pole e0. Hence there exists a
smooth 2π-periodic even function h on R such that fpxq � hpdpo, xqq. Now
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the Radon transform Rf is also Opnq-invariant. Since Opnq is transitive on all
d-dimensional great spheres at a fixed distance from the north pole o, Rfpσq
depends only on dpe0, σq . Hence there exists a continuous function g on r0, π{2s,
smooth on p0, π{2q, such that Rfpσq � gpdpo, σqq for all σ P Ξd.

Let σ P Ξd, let α � dpe0, σq, and pick a point x in σ closest to e0. The point x
is unique if α   π{2. If y P σ, let β � dpx, yq and let γ � dpe0, yq. Any great
circle from e0 to x is orthogonal, at x, to any great circle from x to y. Thus
according to the spherical law of cosines,

cos γ � cosα cosβ

Using geodesic polar coordinates on σ centered at x, it is easy to see that

gpαq � Ωd

» π

0

hpγq sind�1 β dβ� Ωd

» π

0

hparccospcosα cosβqq sind�1 β dβ (5.34)

To simplify things, we define the functions G and H by

Gpcosαq � gpαq, Hpcos γq � Ωd hpγq
Note thatG is continuous on r0, 1s and smooth on p0, 1q, whereasH is continuous
on r�1, 1s and smooth on p�1, 1q. Note also that H is even since f is an even
Opnq-invariant function on Sn. The relation (5.34) then becomes

Gpcosαq � » π

0

Hpcosα cosβq sind�1 β dβ

and putting u � cosα,

Gpuq � » 1�1

Hputq p1� t2q d
2
�1 dt� u1�d

» u�u

Hpvq pu2 � v2q d
2
�1 dv (5.35)

for 0 ¤ u ¤ 1. We would like to recover Hp1q � Ωd hp0q � Ωd fpoq from this
integral equation. When d is even, we obtain

Hpuq �Hp�uq � 1

Γ
�

d
2

� d

du
�� 1

2u

d

du


 d
2
�1 �

ud�1Gpuq�
Since H is an even function,

Hp1q � 1

2 Γ
�

d
2

� lim
uÑ1� � d

du
�� 1

2u

d

du


 d
2
�1 �

ud�1Gpuq��
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and thus

fpoq � 1

4π
d
2

lim
uÑ1� � d

du
�� 1

2u

d

du


 d
2
�1 �

ud�1 gparccosuq�� (5.36)

For general d, the method of (2.33)–(2.34) gives» s

0

ud Gpuq ps2 � u2q d
2
�1 du � Γ

�
d
2

�
Γ
�

1
2

�
2d Γ

�
d�1
2

� » s�s

Hpvq ps2 � v2qd�1 dv.

Hence

Hp1q � 2d�1 Γ
�

d�1
2

�
Γ
�

d
2

�
ΓpdqΓ �

1
2

� lim
sÑ1� d

ds
�� 1

2s

d

ds


d�1 » s

0

udGpuq ps2 � u2qd�1 du

and thus

fpoq � cd lim
sÑ1� d

ds
��1

s

d

ds


d�1 » s

0

ud gparccosuq ps2 � u2qd�1 du� cd lim
sÑ1� d

ds
��1

s

d

ds


d�1 » π{2
arccos s

gpαq ps2 � cos2 αqd�1 cosd α sinαdα

(5.37)

where

cd � Γ
�

d�1
2

�
2 Γpdqπ 3

2

Now for each real r, let ar be the matrix

ar � expp�r X01q � ����� cos r � sin r 0� sin r cos r 0
. . .

0 0 1

�ÆÆÆP Opn� 1q
and let σr � ar�σ0. The isotropy subgroup of σr in Opn�1q isHr � arHa

�1
r . Let

consider the “shifted” incidence relation corresponding to the double fbration

Opn� 1q{Lr

p

yyssssssssss
π

))SSSSSSSSSSSSSS

Sn Gd�1,n�1 � Opnq{Hr

(5.38)

where Lr � Opnq XHr. Under this new incidence relation, the set of all σ P Ξd

incident to o is the orbit Opnq �σr . This coincides with the set of all σ P Ξd such
that dpo, σq � r. By Opn� 1q-invariance, we see that

x is incident to σ ðñ dpx, σq � r
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Let R�
r denote the shifted dual transform corresponding to this shifted incidence

relation.

Now since Opnq is transitive on the set of all σ P Ξd at a fixed distance r from
o, we see that the Opnq-orbits are parametrized by r. Suppose that f P EpSnq.
Let d be even. If we put u � cos r, then according to the general shift formula
(3.49) and (5.36)

fpxq � 1

8π
d
2

lim
uÑ1� � d

du
�� 1

2u

d

du


 d
2
�1 �

ud�1R�
arccos uRfpxq�� (5.39)

If d is odd, then from (5.37) we obtain

fpxq � cd lim
sÑ1� d

ds
��1

s

d

ds


d�1 » π{2
arccos s

R�
αRfpxq ps2�cos2 αqd�1 cosd α sinαdα

(5.40)

5.4 The Range of the Great Sphere Transform

In this section we characterize the range of the transform R in (5.3), which in-
tegrates even functions on Sn over d-dimensional great spheres. We will assume
some knowledge of spherical highest weight modules. There are many books
which introduce this topic, such as [17], [25], [42].

Now when d � n � 1, it is not hard to show that R is a linear bijection from
the subspace EepSnq of even functions in EpSnq onto itself, or from EpRP

nq onto
itself.

In fact each codimension one great sphere ξ in Sn corresponds to an antipodal
point pair tω,�ωu in Sn at maximum distance from ξ (or perpendicular to the
linear span of ξ). This identifies Gn,n�1 with G1,n�1 � RP

n. The inclusion
incidence relation between points and codimension one great spheres is then
equivalent to an incidence relation between points in Sn and points in RP

n:

x P Sn is incident to tω,�ωu ðñ x K ω

This incidence relation still corresponds to the double fibration (5.2) with d �
n� 1 and with Q the subgroup consisting of all elements of Opn� 1q preserving
the xn axis. Under this equivalent incidence relation, the Radon transform is
given by

Rfpωq � »
xKω

fpxq dmpxq pf P CpSnqq (5.41)

where we can think of Rf as an even function on Sn. The dual transform is
given by

R�ϕpxq � 1

Ωn

»
ωKx

ϕpωq dmpωq pϕ P CpRP
nqq (5.42)
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In the above we can likewise think of ϕ as an even function on Sn. The factor
Ω�1

n is present because the set qx is assumed to have measure one. Thinking of
the transform R this way, we see that R� � Ω�1

n R.

Now if n is odd, we can write the inversion formula (5.29) as

cn fpxq � pR�RpP pLqfqqpxq (5.43)

where cn is a constant depending on n and P pLq is a polynomial in the Laplace-
Beltrami operator L. Here we have used the fact that R�R commutes with
P pLq, since L � dλpΩ1q, with Ω1 given by (5.24). The formula (5.43) together
with (5.42) shows that Rmaps EepSnq onto itself; since R is already injective and
continuous, the open mapping theorem shows that it is a linear homeomorphism
from the Fréchet space EepSnq onto itself.

More generally, for each l P Z�, let Hl denote the vector space of degree l

spherical harmonics on Sn. We have the orthogonal decomposition

L2pSnq � 8à
l�0

Hl (5.44)

The elements of Hl are the restrictions of the degree l harmonic polynomials
(with complex coefficients) in Rn�1, and the the left regular action of Opn� 1q
on each Hl is irreducible. Moreover, since dimHl � dimHm whenever l � m,
the Hl are inequivalent Opn� 1q modules. If f P EepSnq, then f can be written
as a “Fourier” series of even degree harmonics

f � 8̧
l�0

f2l (5.45)

where f2l is the component of f in H2l and by [41] the sum above converges
in the topology of EpSnq. Now since R maps EepSnq to EepSnq and commutes
with the left action of Opn�1q, we see from Schur’s lemma that R is a constant
multiplication operator c2l on each H2l. To calculate c2l, let ϕ2l be the zonal
spherical harmonic in H2l. Since ϕ2l is constant on pn� 1q-spheres of constant
latitude, and since ϕpe0q � 1, (5.41) shows that

c2l � c2l ϕ2lpe0q� pRϕ2lqpe0q� ϕ2lp0, x1, . . . , xnq,
where p0, x1, . . . , xnq is any point in Sn

�tx0 � 0u. But according to [29] §5.3,

ϕ2lpx0, x1, . . . , xnq � Γpn� 1qΓp2l � 1q
Γpn� 2l � 1q C

n�1

2

2l px0q,
where Cλ

mpxq is the Gegenbauer polynomial of degree m and type λ. From the
same reference, we have

C
n�1

2

2l p0q � p�1ql Γpl � n�1
2
q

Γpn�1
2
qΓpl � 1q
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Using the duplication formula for the Gamma function, we then obtain

c2l � p�1ql Γ
�

n
2

�
Γp2l� 1q

22lΓ
�
l � n

2

�
Γpl � 1q� p�1ql 2 Γ

�
n
2

�
Γ
�
l � 3

2

�
π

1

2 p2l� 1qΓ �
l � n

2

�
This shows that c2l � 0 and that c�1

2l is bounded above in absolue value by a
polynomial in l.

If f is given by (5.45), then the function

g � 8̧
l�0

1

c2l

f2l

belongs to EepSnq and satisfies Rg � f . Thus R is onto. Since R is also one-to-
one, it is a bijection, and by the open mapping theorem, a homeomorphism.

Now if d   n � 1, then dimGd�1,n�1 � pd � 1qpn � dq ¡ n, so R is “overde-
termined” in the sense that it maps functions of n variables into functions of¡ n variables. It turns out that the range REpSnq is characterized by a system
of second order differential equations akin to (4.17), or by a single fourth order
Opn� 1q-invariant differential equation. Let us now proceed to show this.

For simplicity, let U � Opn� 1q and u � sopn� 1q. As usual, Upuq will denote
the universal enveloping algebra of u. We will also shift our coordinates in what
follows, so that any point x in Rn�1 or Sn will have coordinates px1, . . . , xn�1q.
For 1 ¤ j, k ¤ n � 1, let Ejk denote the pn � 1q � pn � 1q elementary matrixpδrjδskq1¤r,s¤n�1. LetXjk be the elementary skew-symmetric matrix Ejk�Ekj .
Then u has basis tXjk | 1 ¤ j   k ¤ n � 1u. For each quadruple of indices
j, k, l,m in t1, . . . , n�1u, let Vjklm � XjkXlm�XjlXkm�XjmXkl P Upuq. Note
that Vjklm � 0 if any of the indices j, k, l,m coincide, and that Vjklm � �Vjlkm,
etc. Now let

E �¸
V 2

jklm P Upuq,
where the sum ranges over all 1¤j k   l  m ¤n� 1. We let zpUpuqq denote
the subalgebra of Upuq consisting of its AdpUq-invariant elements.

Lemma 5.4.1. The element E satisfies the following properties:

(1). E P zpUpuqq
(2). E P kerpdλq

Proof. The proof of assertion (1) above is completely analogous to the proof at
the end of Section 4.2 that

°
i j l V

2
ijl is Ad Mpnq-invariant.
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To prove assertion (2), it suffices to prove that each Vjklm P kerpdλq. Let
i : Sn Ñ Rn�1 be the inclusion map, and for g P CpRn�1q, let g � g � i be its
restriction to Sn. Let ω denote the left regular representation of U � Opn � 1q
on Rn�1. Since the map i commutes with the left action of Opn � 1q on Rn�1

and Sn, we have dλpDqg � dωpDqg for all g P EpRn�1q, D P Upuq. The map
g ÞÑ g is onto, so it suffices to prove that Vjklm P kerpdωq. But this is immediate,
since dωpXjkq � xj

BBxk
� xk

BBxj

Let L2
epSnq � L2pRP

nq denote the Hilbert space of even L2 functions on Sn and
consider its L2 Fourier decomposition

L2
epSnq �

π̧PΛ1

Hπ (5.46)

as well as the decomposition

L2pGd�1,n�1q � ¸
π1PΛ2

Fπ1 (5.47)

Here Λ1 � 2Z�; the components in (5.46) are of course just the spaces of even
degree spherical harmonics. The index set Λ2 is the set of equivalence classes
of irreducible unitary Q-spherical representations of Opn � 1q, where Q is the
subgroup Opd � 1q � Opn � dq consisting of the matrices of the form (5.1).
Since Gd�1,n�1 is a compact symmetric space, each component Fπ1 occurs with
multiplicity one.

Since R is injective, R must be a bijection of Hπ onto RHπ for each π P Λ1.
Thus RHπ must be one of the Fπ1 , and so we can take Λ1 to be a subset of Λ2

and, for simplicity, put RHπ � Fπ.

Suppose that D P zpUpuqq. If Λ is the set of all equivalence classes of irreducible
unitary representations of Opn�1q and π P Λ, then according to Schur’s lemma
dπpDq acts as a scalar cπpDq P C on the representation space Vπ:

dπpDq � cπpDq � IVπ

As usual, let λ and ν be the left regular representations of U on functions on
Sn and Gd�1,n�1, respectively. Since E P kerpdλq, we must have cπpEq � 0 for
all π P Λ1.

Lemma 5.4.2. cπ1pEq � 0 for all π1 P Λ2zΛ1.

Proof. We first parametrize Λ1 and Λ2 by means of compatible sequences of
integers as follows. Set γ � rankpGd�1,n�1q � minpd � 1, n � dq and m �
rankpsopn� 1qq � �

n�1
2

�
. For d� 1 ¤ m, we set

Hj � #
Xj,d�1�j j � 1, . . . , d� 1

X2j�1,2j j � d� 2, . . . ,m;
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and for d� 1 ¡ m we set

Hj � #
Xj,d�1�j j � 1, . . . , n� d

X2j�pn�dq�1,2j�pn�dq j � n� d� 1, . . . ,m

Then H1, . . . , Hm span a maximal toral subalgebra t of g � sopn � 1q. For a
real or complex vector space, let V 1 denote its dual and V c its complexification
if V is real. Let g, h denote the complexifications of u and t, respectively, and
let ∆ � ∆pg, hq denote the set of roots of the complex semisimple Lie algebra
g � sopn � 1,Cq with respect to h. We write the corresponding root space
decomposition as g � h�°

αP∆ gα.

Defining ej P h1 by ejpHkq � �iδjk, the root system ∆pg, hq is the set
 �ej�ek |

1 ¤ j   k ¤ m
(

if n�1 � 2m and the set
 �ej�ek | 1 ¤ j   k ¤ m

(Y �ej |
1 ¤ j ¤ m

(
if n�1 � 2m�1. We order the roots in ∆ so that e1 ¡ e2 ¡ � � � ¡ em

(¡ 0 if n� 1 � 2m� 1).

Now let k, q denote the Lie algebras of K and Q respectively. We have the
Cartan decompositions

u � k� p�, u � q�m�
where p� and m� are the orthogonal complements of k and m, respectively, with
respect to the Killing form on u. The spaces a� � RH1 and b� � °γ

j�1 RHj

are maximal abelian in p� and q�, respectively. From [42], the highest weights
corresponding to representations π P Λ1 are given by λ � λ1e1, where λ1 P 2Z

�
(these correspond to the spherical harmonics of degree λ1); the highest weights
corresponding to representations π1 P Λ2 are given by

µ � γ̧

j�1

λjej, (5.48)

where λj P 2Z and λ1 ¥ λ2 ¥ � � �λγ ¥ 0 (unless γ � m � n�1
2

, in which
case λ1 ¥ λ2 ¥ � � � ¥ |λm|.) Thus, in particular, µ is the highest weight of a
representation π1 P Λ2zΛ1 if and only if λ2 � 0.

Now let α, β denote the positive roots α � e1�e2, β � e1�e2. It can be readily
verified that gα � CXα, where

Xα � pX12 �Xk�2,k�3q � ipX1,k�3 �X2,k�2q
Similarly, g�α, gβ and g�β are generated by the vectors X�α, Xβ and X�β ,
respectively, where

X�α � p�X12 �Xk�2,k�3q � ipX1,k�3 �X2,k�2q
Xβ � pX12 �Xk�2,k�3q � ip�X1,k�3 �X2,k�2q, (4)

X�β � Xβ � pX12 �Xk�2,k�3q � ipX1,k�3 �X2,k�2q.
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It follows that

X12 � 1

4

�
Xα �X�α �Xβ �X�β

�
X1,k�3 � � i

4

�
Xα �X�α �Xβ �X�β

�
X2,k�2 � � i

4

�
Xα �X�α �Xβ �X�β

�
Xk�2,k�3 � 1

4

�
Xα �X�α �Xβ �X�β

�
Since X�α commutes with X�β, it follows that

V1,2,k�2,k�3 � X12Xk�2,k�3 �X1,k�2X2,k�3 �X1,k�3X2,k�2� 1

16

�
Xα �X�α �Xβ �X�β

��
Xα �X�α �Xβ �X�β

��H1H2� 1

16

�
Xα �X�α �Xβ �X�β

��
Xα �X�α �Xβ �X�β

�� �H1H2 � 1

8

�
XαX�α �X�αXα

�� 1

8

�
XβX�β �X�βXβ

�� �H1H2 � 1

8

�
Xα, X�α

�� 1

8

�
Xβ, X�β

�� 1

4
X�αXα � 1

4
X�βXβ

Now let π1 be a representation in Λ2 with highest weight µ � °γ

j�1 λjej , and
let v be a nonzero highest weight vector in Vπ1 . By direct calculation from (4),
we have �

Xα, X�α

� � 4i
�
X1,k�2 �X2,k�3

� � 4i
�
H1 �H2

�
,�

Xβ , X�β

� � �4i
�
X1,k�2 �X2,k�3

� � 4i
�
H1 �H2

�
.

Thus

dπ1pV1,2,k�2,k�3qv � �dπ1pH1H2qv � i

2
dπ1pH1 �H2qv � i

2
dπ1pH1 �H2qv� ��µpH1qµpH2q � i

2
pµpH1q � µpH2qq � i

2
pµpH1q � µpH2qq�v� λ2pλ1 � 1qv (5.49)

Let x , y denote the unitary structure of Vπ1 . Since dπ1pVjklmq is self-adjoint
with respect to x , y,

cπ1pEqxv, vy � xdπ1pEqv, vy� ¸
j k l m

}dπ1pVjklmqv}2
By (5.49), }dπ1pV1,2,k�2,k�3qv} � |λ2|pλ1 � 1q}v}. Hence cπ1pEqxv, vy ¡ 0 if
λ2 � 0, so cπ1pEq � 0 whenever π1 P Λ2zΛ1. (In particular, E R kerpdνq.) This
completes the proof of the lemma.
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We are now ready to give a characterization of the range REpSnq.
Theorem 5.4.3. RpEpSnqq � RpEepSnqq � tφ P EpGd�1,n�1q | dνpEqφ � 0u.
Proof. Since E P kerpdλqz kerpdνq, the condition dνpEqφ � 0 is clearly necessary
for the range. Conversely, let us assume φ P EpGd�1,n�1q satisfies dνpEqφ � 0.
By [41], the series φ � °

π1PΛ2
φπ1 converges in the topology of EpGd�1,n�1q.

Since cπpEq � 0 for all π P Λ1,

0 � dνpEqφ � ¸
π1PΛ2

cπ1pEqφπ1 � ¸
π1PΛ2zΛ1

cπ1pEqφπ1
Each of the coefficients cπ1pEq in the last sum above is nonzero by Lemma 2, so
in fact φπ1 � 0 for all π1 P Λ2zΛ1. Hence φ � °

πPΛ1
φπ . Now for each π P Λ1,

let fπ be the function in Hπ such that Rfπ � φπ. Supposing π has highest
weight λ1e1, then by [40] and Lemmas 4.1 and 4.2, the L2 norm of R on Hπ is

cd

d
Γpλ�1

2
qΓpλ�n�d

2
q

Γpλ�d�1
2

qΓpλ�n
2
q pλ � λ1q, (5.50)

where cd is a constant depending only on d. In turn, (5.50) is bounded below
by Cλ�d. Thus from [41] it follows that the sum f � °

πPΛ1
fπ is convergent in

EepSnq. Since R is continuous in EpSnq, we have

Rf �
π̧PΛ1

Rfπ �
π̧PΛ1

φπ � φ.

This completes the proof of the theorem.

Corollary 5.4.4. RpEpSnqq � RpEepSnqq � tφ P EpGd�1,n�1q | dνpVjklmqφ �
0 for all j, k, l,mu.
Proof. The proof of Lemma 5.4.1 shows that Vjklm P kerpdλq, so it follows that
dνpVjklmqRf � 0. Conversely, if φ P EpGd�1,n�1q satisfies dνpVjklmqφ � 0 for
all j, k, l,m, then of course dνpEqφ � 0 so φ � Rf for some f P EpSnq.
Theorem 5.4.3 is generalized in [24] and [11], where a range theorem for the
Radon transform R : EpGp,nq Ñ EpGq,nq (with respect to the inclusion incidence
relation) is given in terms of Pfaffian-type elements of the universal enveloping
algebra Upsopnqq.
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