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## Preface

As operation of the ultra-high speed and ultra-low delay fifth generation communication service begins in countries of the world, the expectation to a cryptographic technology increases in our society. For example, there is demand of treating data with a guarantee that no leakage of private information arise in the analysis handling customer data across their organizations. To meet the nee, secure computation in cryptology is being developed by companies, aiming practical application of commercial level. As another example, secret sharing that can, in theory, attain confidentiality and reliability of cloud storage is being developed to obtain more availability and efficiency. However, these developments are at an intermediate point of the spiral intertwined with research activity.

For the techniques of secure computation and secret sharing to be taken in and to be used actually, mathematical investigation, rigorous security proofs and recapturing usage performance are indispensable. Especially, the following directions are important from the point of view of mathematics: (1) classifying mathematical approaches such as abstract algebra, information theory, coding theory, combinatorics and game theory; (2) mitigating assumptions of security, that is, semi-honest adversaries versus active adversaries, computational security versus information-theoretic security, etc.; (3) improving efficiency, that is, decreasing computational amount, communication cost, the number of rounds and complexity of randomness.

The purpose of this workshop was to gather researchers in industry and academia in order to share their experience on mathematical approaches and practical implementations of secure computation and secret sharing for securing distributed data processing and data storage. Then the participants discussed the actual problems which the industry was facing when implementing the cryptographic technologies. Also, they discussed the appropriate solutions. The workshop consisted of the invited lectures and tutorials on recent results of secure computation and secret sharing. We hope that this lecture note would help readers obtain some intuition in the technologies.

Hiroaki Anada, Representative of the Organizers
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# Cryptographic Long-term Security 

Johannes Buchmann

Technische Universität Darmstadt
johannes.buchmann@tu-darmstadt.de

Digitization is omnipresent and all important areas of our private, political, social, and economic lives depend on it. As a result, digitization must meet ever greater security requirements. In particular, security must be guaranteed for a very long period of time. One important technology that enables cybersecurity is cryptography. In the talk, I talk about how cryptography can enable long-term protection and the important role Secret Sharing plays in this.

Cryptographic Long-Term Security
Johannes Buchmann, TU Darmstadt
$1+$
CROSSING

The challenge

Japan Agency for Medical Research and Development

## Programs

Project for Genome and Health Related Data
Requires long-term protection!
Overview




## Protection by cryptography

| Protection goal | Cryptographic method |
| :--- | :--- |
| Confidentiality | Encryption + key exchange |
| Integrity | Hash, MAC, digital signature |
| Authenticity | MAC, digital signature |
| Non-repudiation | Digital signature |
| Availability | ------------------- |

## Today's cryptography is complexity-based

| Cryptographic method | Algorithms | Hard problem |
| :--- | :--- | :--- |
| Key Exchange <br> + Encryption | RSA/Diffie-Hellman <br> AES | Factoring/Discrete Logarithm <br> AES |
| Hash, MAC | SHA-3, HMAC | SHA-3 |
| Digital signature | RSA, ECDSA | Factoring, EC-DL |

Today's complexity-based cryptography is not sustainable

| Algorithm | Standardized | Broken | By | Lifetime |
| :--- | :--- | :--- | :--- | :--- |
| DES | 1977 | 1997 | Brute force | 20 years |
| Diffie-Hellman | 1999 | $2030 ?$ | Quantum computer | 31 years? |
| MD5 | 1992 | $1996 / 2004$ | Analysis of algorithm | 4 years |
| RSA | 1991 | $2030 ?$ | Quantum computer | 39 years? |
| RSA-512 |  | 2000 | Number Field Sieve | 9 years |
| ECDSA | 2005 | $2030 ?$ | Quantum computer | 25 years? |

Aspects of cryptographic long-term security


Cryptography that can resist new attacks

## Availability of Cryptography









Backbone with pre-shared keys





## Availability

How can historians access encrypted data?

$\square$


# Efficient Two-party Exponentiation from Quotient Transfer 

Yi Lu (Joint work with Keisuke Hara, Kazuma Ohara, Jacob Schuldt, and Keisuke Tanaka)

Tokyo Institute of Technology / National Institute of Advanced Industrial Science and Technology
lu.y.ai@m.titech.ac.jp

Secure multi-party computation (MPC) allows participating parties to jointly compute a function over their inputs while keeping them private. In particular, MPC based on additive secret sharing has been widely studied as a tool to obtain efficient protocols secure against a dishonest majority, including the important two-party case. In this paper, we propose a two-party protocol for an exponentiation functionality based on an additive secret sharing scheme. Our proposed protocol is based on a new simple but efficient approach involving quotient transfer that allows the parties to perform the most expensive part of the computation locally. Our protocol requires 6 rounds and 4 invocations of multiplication. This is the first two-party protocol for an exponentiation functionality with constant-round efficiency based on an additive secret sharing scheme. As an intermediate primitive for our efficient two-party exponentiation protocol, we propose an efficient modulus conversion protocol, which may be of independent interest.

## Efficient Two-party Exponentiation from Quotient Transfer

LU YI (Tokyo Tech/AIST)
Hara Keisuke (Tokyo Tech/AIST)
Ohara Kazuma (AIST) Jacob Schuldt (AIST)
Tanaka Keisuke (Tokyo Tech)

Multi Party Computation (MPC)


Multi Party Computation (MPC)


## Basic Properties for MPC

- Correctness : the function is computed correctly
- Security : Only the output is revealed


## Modeling Adversaries

- Adversarial Behavior
- Semi-honest : follows the protocol specification
- Malicious : follows any arbitrary strategy
- Adversarial power
- Polynomial-time : computational security
- Computationally unbounded :
information-theoretic security


## Modeling Adversaries

- Adversarial Number
- Honest-Majority: The number of honest party is over half of all participants
- Dishonest-Majority: The number of adversary is over half of all participants

Semi-honest and Computationally unbounded

## The performance of MPC

- Rounds: The number of communications, which can be done simultaneously will be counted as one round
- Communication Complexity: The number of bits which are transferred in communication

The number of invocations of Multiplication.

- Computation Complexity: The number of computations which is done in protocol

Multi Party Computation (MPC)

| Method | Communication <br> Complexity | Rounds | Computation <br> Complexity |
| :---: | :---: | :---: | :---: |
| Secret Sharing | small | big | small |
| FHE | big | small | big |
| Garbled <br> Circuit(GC) | big | small | normal-big |

Table 2. Three Method to Implement MPC

## Secret Sharing

A method for distributing a secret among a group of participants


## $(k, n)$ threshold Secret Sharing Scheme

D Divide secret data ( D ) into pieces ( n )
$>$ Knowledge of some pieces ( k ) enables to derive secret data (D)
$>$ Knowledge of any pieces (k-1) makes secret data (D) completely undetermined.

Such a scheme is called a (k,n) threshold scheme

## Variants of Secret Sharing Scheme

Shamir' s Secret Sharing
s is secret
$f(x)=a_{t-1} x^{t-1}+\cdots+a_{1} x+a_{0}$
$a_{0}=\mathrm{s}$,
select $a_{i}(i=1, \ldots, \mathrm{t})$ randomly
share $s_{i}=f(i)(i=1, \ldots, n)$

> Additive Secret Sharing
> $x \in \mathbb{G}$ is secret
> $\quad x_{1}+\cdots+x_{n} \equiv x \bmod p$
> $\quad$ share $x_{i} \in \mathbb{G},(i=1, \ldots, n)$

|  | Threshold | Set | Core <br> Technique |
| :---: | :---: | :---: | :---: |
| Shamir' s Secret Sharing | $k<n / 2$ | $\mathbb{F}_{\mathrm{p}}(\mathrm{p}$ : prime) | Lagrange <br> interporation |
| Additive Secret Sharing | $\mathrm{n}-1$ | $\mathbb{G}$ (Finite <br> Additive <br> Group) |  |

## Merits of Additive Secret Sharing

$x \in \mathbb{G} \quad[\mathrm{x}]_{1}+[x]_{2}+\cdots+[x]_{n} \equiv x \bmod p$
$[x] \leftarrow \operatorname{share}(x),[x]=\left([\mathrm{x}]_{1},[x]_{2}, \ldots,[x]_{n}\right) \quad x \leftarrow$ Reconstruction $([x])$

- Merits : The compatibility with well-known dishonestmajority frameworks.
- [Bea92] "Beaver triple" is a well-known and easy way to introduce multiplication in the dishonest-majority setting
- To the best of our knowledge, all known efficient offline protocols generating Beaver triples are designed for additive secret sharing, [DPSZ12, DKL+13, KPR18], [ALSZ15,KOS16]


## Addition and Multiplication in MPC

Party 1 generates [a]
Party 2 generates [b]

|  | formulation | Communication |
| :--- | :---: | :--- |
| Addition | $[a]+[b]=[a+b]$ | Local (0 round) |
| Multiplication | $[a] \cdot[b]=[a \cdot b]$ | 1 round |

In general, all of the computations are implemented by using addition and multiplication.

## Research Background

## Background:

The meaning of Exponentiation MPC

[RSC+19] M. Sadegh Riazi. Mohammad Samragh, Hao Chen, Kim Laine, KristinLauter, Farinaz Koushanfar. XONN: XNORbased Oblivious Deep Neural Network Inference. USENIX Conference on Security Symposium 2019
[KRC +20 ] Nishant Kumar. Mayank Rathee, Nishanth Chandran, Divya Gupta, Aseem Rastogi, Rahul Sharma. CrypTFlow: Secure TensorFlow Inference. IEEE S\&P 2020
$[B C P+201$ Megha Byali. Harsh Chaudhari* Arp
BCP +20 ] Megha Byali, Harsh Chauahari*, Arpita Patra, and Aith Suresh. FLASH:Fast and Robust Framework for Privacy preserving Machine Learning. PoPETs 2020

Background:
3 types of Exponentiation MPC

- Public Base: $\quad a^{[x]}$
- Public Exponent: $[a]^{x}$
- Private Exponentiation: $[a]^{[x]}$

Our work consider the setting public base

$$
\sigma(z)_{j}=\frac{e^{z_{j}}}{\sum_{k=1}^{K} e^{z_{k}}}, \text { for } j=1, \ldots K
$$

Normal method to Compute EXP MPC:
Bit-decomposition (BD)
Convert the input of arithmetic circuits into ones of Boolean circuits
 [DFK+06]

Round complexity: $\mathrm{O}(1)$
Invocations of multiplication: $\mathrm{O}(l \log l)$

Normal method to Compute EXP MPC:
Bit-decomposition (BD)
For example: [DFK+06]
$[x]_{B}=\left[x_{0}\right]_{p} \ldots\left[x_{l-1}\right]_{p}, \sum_{i=0}^{l-1} 2^{i} x_{i}, x_{i} \in\{0,1\}$
$a^{x}=a^{\sum_{i=0}^{l-1} 2^{i} x_{i}}=\prod_{i=0}^{l-1} a^{2^{i} x_{i}}=\prod_{i=0}^{l-1}\left(x_{i} a^{2^{i}}+1-x_{i}\right)$

Round complexity: $\mathrm{O}(1)$
Invocations of multiplication: $\mathrm{O}(l \log l)$

Existing Exponentiation protocol without BD

| Protocol | Bit-Decomposition | Rounds | Multiplication | Tool |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\left[\right.$ DFK $\left.^{+} 06\right]$ | Yes | 119 | $\mathcal{O}(\ell \log \ell)$ | 50176 | Linear secret sharing |
| $[$ NX11] | No | 20 | $\mathcal{O}(\ell)$ | 10508 | Linear secret sharing |
| [AAN18] | No | 3 | $O(1)$ | 6 | Shamir's secret sharing |

Table 1. Comparison between two-party exponentiation protocols.
" The proposed protocol is a private exponent type protocol, not a public base type protocol. As the former implies the later, in our comparison, we use their private
exponent type protocol as a public base type.

* We consider the case $\ell=64$ when estimating the number of multiplications.

Motivation:
Without Bit-decomposition Additive secret sharing EXP MPC

New Framework for Modular Exponentiation Protocol

Naive Approach $a^{*}<p$

| Party A | $\left[a^{x}\right]_{p} \leftarrow \mathcal{F}_{E X P}\left(a,[x]_{p}\right)$ | Party B |
| :---: | :---: | :---: |
|  |  |  |
| Input : $a,[x]_{p}^{1}$ | $\left[\begin{array}{c} {[x] \leftarrow \operatorname{share}(x)} \\ {[x]_{p}^{1}+[x]_{p}^{2} \equiv x \bmod p} \end{array}\right.$ | $\rightarrow$ Input : $a,[x]_{p}^{2}$ |
| Locol: $y_{1}=a^{[x]_{p}^{1}}$ | $\left[y_{1}\right]_{p}^{2}$ | Locol: $y_{2}=a^{[x]_{p}^{2}}$ |
| $\begin{gathered} \text { Share: }\left[y_{1}\right] \leftarrow \operatorname{share}\left(y_{1}\right) \\ {\left[y_{1}\right]=\left\{\left[y_{1}\right]_{p},\left[y_{1}\right]_{p}^{2}\right\}} \end{gathered}$ | $\left[y_{2}\right]_{p}^{1}$ | $\begin{gathered} \text { Share: }\left[y_{2}\right] \leftarrow \text { share }\left(y_{2}\right) \\ {\left[y_{2}\right]=\left\{\left[y_{2}\right]_{p}^{1},\left[y_{2}\right]_{p}^{2}\right\}} \end{gathered}$ |
| Mult: $\left[a^{x}\right]=\left[y_{1}\right] \cdot\left[y_{2}\right]$ | - | Mult: $\left[a^{x}\right]=\left[y_{1}\right] \cdot\left[y_{2}\right]$ |

## Problem of Naive Approach

$$
\begin{aligned}
& \quad[x]_{p}^{1}+[x]_{p}^{2} \equiv x \bmod p \quad a^{x}<p \\
& \begin{array}{l}
\text { For } \\
\text { example: }
\end{array} \begin{array}{l}
4+4 \equiv 3 \bmod 5 \\
e^{4} \cdot e^{4}=e^{8} \neq e^{3}
\end{array} \\
& e^{[x]_{p}^{1}+[x]_{p}^{2}}=\left\{\begin{array}{cc}
e^{x} \quad[x]_{p}^{1}+[x]_{p}^{2} \leq p \\
e^{[x]_{p}^{1}+[x]_{p}^{2}-p}=e^{x+p}=e^{x+1} & \text { else }
\end{array}\right. \\
& =e^{x+t p}=e^{x+t} \quad(t \in\{1,0\})
\end{aligned}
$$

## Quotient Transfer Functionality



Constrained Quotient transfer Protocol
Constrain means x is even.

$$
x=4, p=7, p^{\prime}=11
$$

$[x]_{7}^{1}+[x]_{7}^{2}=4 \bmod 7$

$$
\begin{array}{cc}
{[x]_{7}^{1}=5} & {[x]_{7}^{2}=6} \\
\because[x]_{7}^{1}+[x]_{7}^{2}=11>7 & \therefore t=1 \\
{\left[\operatorname{LSB}\left([x]_{7}^{1}\right)\right]_{11}=1} & {\left[\operatorname{LSB}\left([x]_{7}^{2}\right)\right]_{11}=0} \\
& \\
& \\
\left.-2 S B\left([x]_{7}^{1}\right)\right]_{11}+\left[\operatorname{LSB}\left([x]_{7}^{2}\right)\right]_{11} \\
\left.-2 S B\left([x]_{7}^{2}\right)\right]_{11} \times\left[\operatorname{LSB}\left([x]_{7}^{1}\right)\right]_{11}=1
\end{array}
$$

## Constrained Quotient transfer Protocol

Constrain means $x$ is even.
$P_{1}$
$\left[\operatorname{LSB}\left([x]_{p}^{1}\right)\right]_{p^{\prime}}=\left(\left[\operatorname{LSB}\left([x]_{p}^{1}\right)\right]_{p^{\prime}}^{1},\left[\operatorname{LSB}\left([x]_{p}^{1}\right)\right)_{p^{\prime}}^{2}\right) \quad\left[\operatorname{LSB}\left([x]_{p}^{2}\right)\right]_{p^{\prime}}=\left(\left[\operatorname{LSB}\left([x]_{p}^{2}\right)\right]_{p^{\prime}}^{\left.1,\left[\operatorname{LSB}\left([x]_{p}^{2}\right)\right]_{p^{\prime}}^{2}\right)}\right.$

$$
\xrightarrow[{\left[L S B\left([x]_{p}^{2}\right)\right]_{p^{\prime}}^{1}}]{\left[\operatorname{LSSB}\left([x]_{p}^{1}\right]_{2}^{2}\right.}
$$

$[t]_{p^{\prime}}^{1}=\left[L S B\left([x]_{p}^{1}\right)\right]_{p^{\prime}}^{1} \oplus\left[\operatorname{LSB}\left([x]_{p}^{2}\right)\right]_{p^{\prime}}^{1}$
$[t]_{p}^{2}=\left[\operatorname{LSB}\left([x]_{p}^{1}\right)\right]_{p^{\prime}}^{2} \oplus\left[L S B\left([x]_{p}^{2}\right)\right]_{p^{\prime}}^{2}$

$$
\begin{gathered}
\because[x]_{p}^{1}+[x]_{p}^{2}=\left\{\begin{array}{lr}
x & {[x]_{p}^{1}+[x]_{p}^{2} \leq p} \\
\text { else }
\end{array}=x+t p\right. \\
\therefore t=L S B\left([x]_{p}^{1}\right) \oplus L S B\left([x]_{p}^{2}\right)= \begin{cases}0 & {[x]_{p}^{1}+[x]_{p}^{2} \leq p} \\
1 & \text { else }\end{cases}
\end{gathered}
$$

## Constrained Quotient transfer Protocol

```
Algorithm 3 Our Constrained Quotient Transfer Protocol \(\Pi_{\mathrm{QT}}\)
Input: \([x]_{p,} p^{\prime}\)
Output: \([t] p^{\prime}\)
    1: Each \(P_{i}(i \in\{0,1\})\) computes \(b_{i}=\operatorname{LSB}\left([x]_{p}^{i}\right)\).
    2: Each \(P_{i}(i \in\{0,1\})\) computes \(\left[b_{i}\right]_{p^{\prime}} \leftarrow \operatorname{Share}\left(b_{i}, p^{\prime}\right)\).
    3: Each \(P_{i}(i \in\{0,1\})\) sends \(\left[b_{i}\right]_{p^{\prime}}^{1-i}\) to \(P_{1-i}\).
    \([t]_{p^{\prime}}=\left[b_{0}\right]_{p^{\prime}}+\left[b_{1}\right]_{p^{\prime}}-2 \cdot\left[b_{0}\right]_{p^{\prime}} \cdot\left[b_{1}\right]_{p^{\prime}}\)
    5: Output \([t]_{p^{\prime}}=\left([t]_{p^{\prime}}^{0}[t]_{p^{\prime}}^{1}\right)\)
```


## Exponentiation protocol $a^{x}<p$

$$
[x]_{p}^{1}+[x]_{p}^{2} \equiv x \bmod p, x \text { is even } \quad a^{[x]_{p}^{1}+[x]_{p}^{2}}=a^{x+t p}=a^{x+t} \quad(t \in\{1,0\})
$$

```
Algorithm 1 Our framework for exponentiation protocol \(\Pi_{\text {EXP }}\)
Input: \(a,[x]_{p}\)
Output: \([o]_{p}\)
    1: Each \(P_{i}(i \in\{0,1\})\) locally computes \(y_{i}=a^{[x]_{p}^{i}}\)
    2: Each \(P_{i}(i \in\{0,1\})\) generates \(\left[y_{i}\right]_{p} \leftarrow \operatorname{Share}\left(y_{i}\right)\)
    3: Each \(P_{l}(i \in\{0,1\})\) sends \(\left[y_{i}\right]_{p}^{1-i}\) to \(P_{1-i}\).
    4: \([d]_{p} \leftarrow\left[y_{0}\right]_{p} \cdot\left[y_{1}\right]_{p}\)
    5. \([t]_{p} \leftarrow \mathscr{F}_{\mathrm{QT}}\left([x]_{p, p)} \quad\right.\) If \(t=0,[x]_{p}^{1}+[x]_{p}^{2} \leq p, d=\)
    6: \(\left[o_{1}\right]_{p} \leftarrow\left(1-[t]_{p}\right)[d]_{p}\),
    7: \(\left[o_{2}\right]_{p} \leftarrow[t]_{p}[d]_{p}\)
    \(a^{x}, o_{1}=d=a^{x}, o_{2}=0\)
    \(o=o_{1}=a^{x}\)
    8: \([o]_{p} \leftarrow\left[o_{1}\right]_{p}+\left[o_{2}\right]_{p}(a)^{-1}\)
```


## Problem 2 : assumption

$$
\mathrm{a}^{x}=\sqrt{a}^{2 x}
$$

$\sqrt{a}$ dose not always exist in $\mathbb{Z}_{p}$
We need b and p, which satisfy

$$
a=b^{2} \bmod p^{\prime} \quad a^{x}<p^{\prime}
$$

Assume we can find such b and p'

## Conversion protocol

$$
[x]_{p,} \leftarrow[x]_{p}
$$

```
Algorithm 2 Our modulus conversion protocol \(\Pi_{\text {Conv }}\)
Input: \([x]_{p, p} p^{\prime}\)
Output: \([x]_{p^{\prime}}\)
    1: \(\left[t^{\prime}\right]_{p^{\prime}} \leftarrow \mathcal{F}_{\mathrm{QT}}\left([x]_{p}, p^{\prime}\right)\)
    2: Each \(P_{i}(i \in\{0,1\})\) sets \([x]_{p^{\prime}}^{i}=[x]_{p}^{i}-\left[t^{\prime}\right]_{p^{\prime}}^{i} \cdot p\)
    3: Output \([x]_{p^{\prime}}\)
```


## Correctness

$$
\begin{gathered}
{\left[x^{\prime}\right]_{p^{\prime}}^{i}=[x]_{p}^{i}-[t]_{p,}^{i} \times p} \\
{\left[x^{\prime}\right]_{p}^{1}=[x]_{p}^{1}-[t]_{p}^{1} \times p \quad\left[x^{\prime}\right]_{p,}^{2}=[x]_{p}^{2}-[t]_{p}^{2}, \times p}
\end{gathered}
$$

$$
\left[x^{\prime}\right]_{p^{\prime}}^{1}+\left[x^{\prime}\right]_{p^{\prime}}^{2} \bmod p^{\prime}=[x]_{p}^{1}-[t]_{p^{\prime}}^{1} \times p+[x]_{p}^{2}-[t]_{p^{\prime}}^{2} \times p \quad \bmod p^{\prime}
$$

$$
=[x]_{p}^{1}+[x]_{p}^{2}-\left([t]_{p^{\prime}}^{1}+[t]_{p^{\prime}}^{2}\right) \times p \bmod p^{\prime}
$$

$$
=x+t \times p-\left([t]_{p^{\prime}}^{1}+[t]_{p^{\prime}}^{2}\right) \times p \bmod p^{\prime}
$$

## Correctness

$$
\begin{aligned}
& {\left[x^{\prime}\right]_{p^{\prime}}^{1}+\left[x^{\prime}\right]_{p,}^{2} \bmod p^{\prime}=x+t \times p-\left([t]_{p^{\prime}}^{1}+[t]_{p^{\prime}}^{2}\right) \times p \bmod p^{\prime}} \\
& \left\{\begin{array}{l}
=x+t \times p-t \times p \bmod p^{\prime}=x \quad[t]_{p^{\prime}}^{1}+[t]_{p^{\prime}}^{2}<p^{\prime} \\
=x+t \times p-\left(t+p^{\prime}\right) \times p \bmod p^{\prime} \quad \text { else } \\
=x
\end{array}\right.
\end{aligned}
$$

Our Exponentiation Protocol

```
Algorithm 4 Our concrete exponentiation protocol \(\Pi_{\text {EXP }}^{\prime}\)
Input: \(a_{i}[x]_{p, p} p^{\prime}\)
Output: \([o]_{p^{\prime}}\)
    1: \(b:=\sqrt{a}\), where \(b \in Z_{p^{\prime}}\)
    \([2 x]_{p} \leftarrow 2[x]_{p}\)
    if \(p \neq p^{\prime}\) then
    \([2 x]_{p^{\prime}} \leftarrow \Pi_{\text {Conv }}\left([2 x]_{\left.p, p^{\prime}\right)}\right.\)
        \(v:=[2 x]_{p^{\prime}}\)
    else
        \(v:=[2 x]_{p}\)
    end if
    Output \([o]_{p^{\prime}} \leftarrow \Pi_{\operatorname{EXP}}(b, v)\)
```


## Our Result

| Protocol | BD | Rounds | Multiplication ${ }^{\dagger}$ |  | Tool | Dishonest-Majority ${ }^{\text {¹ }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| [DFK+06] | Yes | 119 | $O(r \log 0)$ | 50176 | Linear secret sharing | No |
| [NXII]' | Nop | 20 | $O(\%)$ | 10508 | Linear secret sharing | No |
| [AAN18] | No | 3 | $O(1)$ | 6 | Shamir's secret sharing | No |
| This work (with conversion) ${ }^{5}$ | No | 6 | $O(1)$ | 4 | Additive secret sharing | Yes |
| This work (w/o conversion) ${ }^{\text {s }}$ | No | 4 | $O(1)$ | 3 | Additive secret sharing | Yes |

Table 1: Comparison between two-party exponentiation protocols.
 thrit peevate exponest type poutecd as a pallit hase type


 femand and 1 Impation of muliplactire


## Open Problem

2 party EXP MPC $\xrightarrow{\text { extend }} \mathrm{n}$ party EXP MPC

2 party QT protocol $\longrightarrow$ n party QT protocol No Efficient
? Efficient n party EXP MPC

Thank you for your listening

# General-purpose Compiler for Secure Three-party Computation and Its Application to Prediction by Machine Learning Model 

Hikaru Tsuchida

NEC Corporation<br>h_tsuchida@nec.com

Multiparty computation (MPC) based on a secret sharing scheme (SS-MPC) enables multiple parties to compute an arbitrary function represented as a circuit without revealing parties' inputs. In SS-MPC, each party distributes its inputs as shares that look like random numbers among several parties, and the computation proceeds by using shares locally and communicating among the parties. In particular, the secure threeparty computation protocol based on a replicated secret sharing scheme (SS-3PC) over the ring [1] has gained attention in recent years because it can perform high throughput even when SS-3PC computes a complex function (e.g., machine learning applications) represented as mixed circuits (which are composed of Boolean and arithmetic circuits). When SS-MPC computes a complex function represented as mixed circuits, efficient share conversion protocols can improve performance. In particular, SS-3PC over $\mathbb{Z}_{2^{k}}$ can achieve faster share conversions than that over the prime-order field because $\mathbb{Z}_{2^{k}}$ preserves the structure of the individual bits more than the prime-order field.

While research on protocol design is ongoing, there is still a significant obstacle to implement the applications via MPC due to the high level of expertise required to design a specific MPC execution considering a trade-off between communication and round complexities. Research and development of general-purpose compilers have been actively conducted to mitigate this problem. It can compile the high-level codes to the mixed circuits that MPC computes. Hence, by using the general-purpose compilers, even non-experts of MPC can implement applications based on MPC.

In this talk, we explain one of the general-purpose compilers for SS-3PC, NEC-SPDZ and the share conversion protocols over $\mathbb{Z}_{2}$ and $\mathbb{Z}_{2^{k}}$ to compute a complex function via SS-3PC by referring to [2]. We also explain the implementation based on NEC-SPDZ and evaluation of the prediction by typical machine learning models, e.g., the decision tree and the hierarchical mixture of experts models via SS-3PC by referring to [2, 3].

## References

[1] Toshinori Araki, Jun Furukawa, Yehuda Lindell, Ariel Nof, and Kazuma Ohara. High-Throughput Semi-Honest Secure Three-Party Computation with an Honest Majority. ACM-CCS 2016, pp.805817.
[2] Toshinori Araki, Assi Barak, Jun Furukawa, Marcel Keller, Yehuda Lindell, Kazuma Ohara, and Hikaru Tsuchida. Generalizing the SPDZ Compiler For Other Protocols. ACM-CCS 2018, pp.880-895.
[3] Yusaku Maeda, Hikaru Tsuchida, Kazuma Ohara, Ryo Furukawa, Isamu Teranishi, and Koji Nuida. Implementation and Evaluation of Prediction by Heterogeous Mixture Models based on Three-Party Secure Computation. SCIS 2020, 3C3-5.
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## Introduction

[A+16] Toshinori Araki, Jun Furukawa, Yehuda Lindell, Ariel Nof, and Kazuma Ohara. High-Throughput Semi-Hones Secure Three-Party Computation with an Honest Majority. ACM-CCS 2016, pp. 805-817.
[A+18] Toshinori Araki, Assi Barak, Jun Furukawa, Marcel Keller, Yehuda Lindell, Kazuma Ohara, and Hikaru Tsuchida
Generalizing the SPDZ Compiler For Other Protocols. ACM-CCS 2018, pp.880-895


Three-party computation based on replicated secret sharing (SS-3PC)

- SS-3PC $[A+16]$ over the ring has gained attention in recent years because it can achieve high throughput.
■ $x=x_{0}+x_{1}+x_{2} \bmod 2^{k}(k \in \mathbb{N})$
- $P_{i}$ 's share over $\mathbb{Z}_{2^{k}}:[x]_{2^{k}, i}=\left(x_{i}, x_{(i+1) \bmod 3}\right)$
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Three-party computation based on replicated secret sharing (SS-3PC)

- SS-3PC $[A+16]$ over the ring has gained attention in recent years because it can achieve high throughput.
- $x=x_{0}+x_{1}+x_{2} \bmod 2^{k}(k \in \mathbb{N})$

■ $P_{i}^{\prime}$ 's share over $\mathbb{Z}_{2^{k}:}:[x]_{2^{k}, i}=\left(x_{i}, x_{(i+1) \bmod 3}\right)$


## Three-party computation based on replicated secret

 sharing (SS-3PC)-SS-3PC $[A+16]$ over the ring has gained attention in recent years because it can achieve high throughput.
■ $x=x_{0}+x_{1}+x_{2} \bmod 2^{k} \quad(k \in \mathbb{N})$
■ $P_{i}$ 's share over $\mathbb{Z}_{2^{k}:}:[x]_{2^{k}, i}=\left(x_{i}, x_{(i+1) \bmod 3}\right)$


## Types of circuits

1. Boolean circuit
2. Arithmetic circuit
3. Mixed circuit (= Boolean $\&$ arithmetic circuits)

■ SS-3PC over the ring computes a complex function (e.g., machine learning application) represented as a mixed circuit using the share conversion protocols.

## Toy example requiring share conversion protocols

- ex. Less-than operation


Remark:
Since $\mathbb{Z}_{2^{k}}$ preserves the structure of the individual bits, SS-3PC over $\mathbb{Z}_{2^{k}}$ can achieve the fast share conversion protocols [A+18]

## Obstacle to implement applications via MPC

- While research on protocol design is ongoing, there is still a significant obstacle to implement the applications via MPC.
- It is too hard to describe the complex function as a mixed circuit and implement it even for an expert.

General-purpose compiler
[ $\mathrm{A}+18$ ] Toshinori Araki, Assi Barak, Jun Furukawa, Marcel Keller, Yehuda Lindell, Kazuma Ohara, and Hikaru Tsuchida. Generalizing the SPDZ Compiler For Other Protocols. ACM-CCS 2018, pp.880-895

## General-purpose compiler

- General-purpose MPC compiler can compile the high-level descriptions into the MPC operations based on various MPC protocols.
■ Ex) SPDZ (also known as SCALE-MAMBA), MP-SPDZ, Obliv-C, .
- Researchers and developers around the world are interested in the generalpurpose compiler
- SoK paper in IEEE S\&P'19

HASTINGS, Marcella, et al. SoK: General purpose compilers for secure multi-party computation. In: 2019 IEEE symposium on security and privacy (SP). IEEE, 2019. p. 1220-1237

- Contributed talk in RWC'20
- https://rwc.iacr.org/2020/slides/Hastings.pdf


## SPDZ (@CRYPTO'14, Eurocrypt'18, etc.)

## - SPDZ compiler

■ It takes the high-level description (Program) as input and outputs the intermediate code (Bytecode) with optimization.

- SPDZ VM

■ It takes the pre-computed values (Prep) as inputs, interprets Bytecode as MPC operations based on SPDZ protocols, and run it


## SPDZ (@CRYPTO'14, Eurocrypt'18, etc.)

- SPDZ compiler
- It takes the high-level description (Program) as input and outputs the intermediate code (Bytecode) with optimization.
- SPDZ VM

■ It takes the pre-computed values (Prep) as inputs, interprets Bytecode as MPC operations based on SPDZ protocols, and run it.


## NEC-SPDZ

In [A+18], we extended the SPDZ compiler to work with not only SPDZ protocols but various MPC protocols including SS-3PC.

- NEC-SPDZ is the variants of extended SPDZ compiler and VM working with SS-

3PC.

- https://github.com/nec-mpc
- The following applications can run on NEC-SPDZ

1. Decision tree evaluation
2. Hierarchical mixture of experts evaluation

## Private decision tree evaluation via three-party computation

[A+18] Toshinori Araki, Assi Barak, Jun Furukawa, Marcel Keller, Yehuda Lindell, Kazuma Ohara, and Hikaru Tsuchida Generalizing the SPDZ Compiler For Other Protocols. ACM-CCS 2018, pp.880-895.

## Decision tree

- It is a commonly-used tool for decision support and widely studied in machine learning.
- ex. credit decision

■ If it takes (Age, Income, Residence $)=(20,600$, Tokyo $)$ as inputs, then it outputs RISKY
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## Experimental setting of PDTE

- Task
- Credit decision
- Structure of tree
- It is built from real data published for the following paper
- Vivek Kumar Singh, Burcin Bozkaya, Alex Pentland, Money Walks: Implicit Mobility Behavior and Financial Well-Being, PLoS ONE 10(8): e0136628. https://doi.org/10.1371/journal.pone. 0136628
- It has 1,256 leaves at depths from 4 to 30

Environments

- AWS m5.12xlarge instances in a single region providing 10Gbps network communication


## Single execution of PDTE

- The execution time of PDTE via SS-3PC is shorter than that via the other MPC protocols.

|  | Resource | $\begin{gathered} \hline \text { SS-3PC } \\ \left(\mathbb{Z}_{2^{k}}\right) \end{gathered}$ | $\begin{gathered} \text { SPDZ } \\ \left(\mathbb{F}_{q}\right) \end{gathered}$ | [LN17] $\left(\mathbb{F}_{q}\right)$ | BMR (※1) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Security <br> (n: \# parties <br> t: \# corruptions) |  | Semihonest $t<n / 2$ | Malicious ( $※ 2$ ) $t<n$ | Malicious (※2) $t<n / 2$ | Malicious $\begin{aligned} & (※ 2) \\ & t<n \end{aligned}$ |
| Online time [sec] | 1 core | 0.4641 | 0.3005 | 3.0416 | 0.5353 |
| \# rounds |  | 2746 | 783 | 584 | 28 |
| Precomputation time [sec] | 48 cores | (Not required) | $\begin{aligned} & 5.2204 \\ & (※ 3) \end{aligned}$ | (Not required) | 1041.8 |


majority." Proceedings of the 2017 ACM SIGSAC Conference on Computer and Communicotions Security. 2017.

## Batch vectorization of PDTE

- We have implemented the batch vectorization of PDTE at a single machine.




## Hierarchical mixture of experts (HME)

Loosely speaking, HME is almost the same as the decision tree, but differs in that it assigns experts (not labels) to leaves.
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## Hierarchical mixture of experts (HME)

- Loosely speaking, HME is almost the same as the decision tree, but differs in that it assigns experts (not labels) to leaves.


| Experimental setting of PHMEE |
| :--- |
| Tree is pre-trained by synthetic data. |
| Environments |
| E. Each server. Intel (R) Xenon (R) CPU E5-2697 v4 @ 2.30 GHz |
| W. We use three servers providing 10Gbps network communication. |
|  |
|  |



$\backslash$ Orchestrating a brighter world

NEC creates the social values of safety, security,
fairness and efficiency to promote a more sustainable world
where everyone has the chance to reach their full potential.
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# Evolving Secret Sharing From Evolving Perfect Hash Families 

Kirill Morozov

University of North Texas<br>Kirill.Morozov@unt.edu

The concept of Evolving Secret Sharing introduced by Komargodski, Naor and Yogev [4] puts forward an idea of maintaining secret sharing schemes with potentially infitine number of participants. Specifically, in this framework, new shares are generated for new participants on demand, and no communication with old participants is required.

Armed with the relation between perfect hashing families (PHF) and secret sharing schemes $[2,1,5]$, we introduce an evolving (non-abelian) multiplicative secret sharing scheme. An importance of secret sharing over non-abelain groups is that it encompasses, e.g., permutation groups - a basis for MIX operations used, in particular, in electronic voting.

To achieve our goal, we introduce a novel concept of Evolving PHF. In these families, a domain of the hash function is not known in advance, but may be increased in the future - according to a particular application. The framework of Evolving PHF may be of independent interest, and it may encompass other combinatorial objects.

This talk is based on a joint work with Yvo Desmedt and Sabyasachi Dutta [3].

## References
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[5] Safavi-Naini R., Wang H., "Robust Additive Secret Sharing Schemes over $Z_{m}$. Cryptography and Computational Number Theory. Progress in Computer Science and Applied Logic, vol 20: 357-368, Birkhauser (2001)


## Credits

- This presentation is based on a joint work with Yvo Desmedt (University of Texas at Dallas) and Sabyasachi Dutta (University of Calgary), published at CANS 2019


## Plan of this talk

- Short introduction of UNT
- Secret sharing and its applications
- Evolving secret sharing (Komargodski, Naor, Yogev, TCC 2016)
- Secret sharing from perfect hashing (multiplicative scheme)
- Evolving perfect hash families: definition and construction
- Implication for secret sharing
- Conclusion and future works



## Cybersecurity research and education at UNT

- Center for Information and Cyber Security (CICS) https://cics.unt.edu
- Research areas: blockchain applications, network security, cloud security, cryptographic protocols, privacy-preserving computation, ...
- NSA/DHS National Center of Academic Excellence (CAE)
- BSc and MSc in Cybersecurity offered by the Department of Computer Science and Engineering (CSE), UNT
- Growing graduate enrollment, CSE department is now hiring

Secret sharing and its applications
"shares" of the secret

Parties:


- "Forbidden sets" of shares provide no information about the secret
- "Access sets" of shares allow for efficient reconstruction


## Information-theoretic vs. computational security

- Computationally secure cryptographic systems
(overwhelming majority of practical protocols, e.g., TLS):
- Rely on unproven complexity assumptions
- Threatened by advances in algorithm theory and in computing technologies (e.g., quantum)
- Require continuous security evaluation and extension of key sizes
- Information-theoretically secure systems rely on physical assumptions (part of communication model)


## Applications of secret sharing



## Stand-alone protocol for:

- Secure and reliable storage (e.g., in the cloud setting)
-...


## Application of secret sharing for cloud storage



- Example: SecureSlice, a component of IBM Cloud Object Storage


## Shamir ( $k, n$ ) Threshold Secret Sharing

[Shamir, Commun. ACM 22(11) '79]

- Share Generation: Dealer chooses
$f_{s}(x) \in_{\mathrm{R}} \mathrm{F}_{p}[\mathrm{X}]: \operatorname{deg}\left(f_{s}\right) \leq k-1$,
$f_{s}(x)=s+b_{1} x+b_{2} x^{2}+\ldots+b_{\text {k-1 }} x^{k-1}$
- $s$ is the secret, $b_{j} \leftarrow_{\mathrm{R}} \mathrm{F}_{p}, 1 \leq j \leq k-1, p>n$

- shares are $s_{i}=f_{s}(i), 1 \leq i \leq n$
- Reconstruction: Using Lagrange interpolation,
any subset of $k$ parties can compute the secret $s$


## Example application: Long-term storage

- As new storage providers emerge and old ones go out of business, it would be convenient for the data owner (dealer) to keep adding providers (parties) on the rolling basis
- Problem: Scalability, as we need p > \# parties for Shamir's scheme
- What if the number of parties is not known in advance?
- E.g., potentially infinite
- May choose a large " $p$ " but still cannot support infinitely many parties


## Solutions

- [Cachin '95], [Csirmaz and Tardos, '12]: On-line secret sharing
- \# of authorized sets a party can join is bounded
- [Komargodski, Naor, Yogev '16]: Evolving secret sharing
- More efficient, no limitation as above
- Many follow-up works


## Comparison of secret sharing protocols

- Secret redistribution (Wong, Wing, Wang ‘02):

The parties change access structure
without involving the dealer (e.g., enroll new members)

- Note: No secret reconstruction is done
- Evolving secret sharing: The dealer adds parties on demand
- Note: The dealer knows the secret (or can reconstruct it using existing parties)


## Evolving secret sharing (KNY16)

- General evolving access structures:

The size of T-th participant's share is $2^{\mathrm{T}-1}$

- Evolving k-threshold's share size: $\sigma^{\prime}(\mathrm{T})=\log \mathrm{T}+(\mathrm{k}-1) \cdot \max \{\log \mathrm{T}+\mathrm{k}, \sigma(\log \mathrm{T}+\mathrm{k})\}$, where the share size of the base scheme is $\sigma(\mathrm{t})$
- When Shamir secret sharing is the base scheme
- Let us consider this construction for $\mathrm{k}=2$
- (Any two parties can reconstruct the secret)


## KNY16 (2, $\infty$ )-threshold scheme

- Secret $s \in \operatorname{GF}(p) ; \quad b_{i} \leftarrow_{R} G F(p)$
- Divide parties in "generations"; gen. g has Size $(\mathrm{g})=2^{\mathrm{g}}$
- Party T belongs to generation $\mathrm{g}=\lfloor\log \mathrm{T}\rfloor$
$\cdot(k, n)$-threshold Shamir sharing of $s \in G F(p)$ is denoted by $\operatorname{Sh}(k, n)(s)$
- Gen 0: $\mathrm{P}_{1}\left[\mathrm{~b}_{1}\right]$
- Gen 1: $P_{2}\left[s+b_{1}, b_{2}, S h_{1}(2,2)(s)\right] ; P_{3}\left[s+b_{1}, b_{2}, S h_{1}(2,2)(s)\right]$
- Gen 2: $P_{4}\left[s+b_{1}, s+b_{2}, b_{3}, S h_{2}(2,4)(s)\right] ; P_{5}\left[s+b_{1}, s+b_{2}, b_{3}, S h_{2}(2,4)(s)\right]$

$$
P_{6}\left[s+b_{1}, s+b_{2}, b_{3}, S h_{2}(2,4)(s)\right] ; P_{7}\left[s+b_{1}, s+b_{2}, b_{3}, S h_{2}(2,4)(s)\right]
$$

## (2, $\infty$ )-threshold scheme:

## Correctness and security (sketch)

Gen 0 : $P_{1}\left[b_{1}\right]$
Gen $1: P_{2}\left[s+b_{1}, b_{2}, S h_{1}(2,2)(s)\right] \quad ; \quad P_{3}\left[s+b_{1}, b_{2}, S h_{1}(2,2)(s)\right]$
Gen 2: $P_{4}\left[s+b_{1}, s+b_{2}, b_{3}, S h_{2}(2,4)(s)\right] ; P_{5}\left[s+b_{1}, s+b_{2}, b_{3}, S h_{2}(2,4)(s)\right]$

$$
P_{6}\left[s+b_{1}, s+b_{2}, b_{3}, S h_{2}(2,4)(s)\right] ; P_{7}\left[s+b_{1}, s+b_{2}, b_{3}, S h_{2}(2,4)(s)\right]
$$

- Reconstruction: Gen $0\left(P_{1}\right)$ uses $b_{1}$ with any party down the generations
- Security: One-time pad (p-ary)
- Reconstruction: Gen 1: Within the same generation, use Shamir's share, down the generations, use $b_{2}$
- Security: Within the same generation, Shamir's scheme down the generations, one-time pad


## ( $2, \infty$ )-threshold scheme:

## Correctness and security (sketch), cont.

```
Gen 0: P P [ [ b ]
Gen 1 : }\mp@subsup{P}{2}{}[s+\mp@subsup{b}{1}{},\mp@subsup{b}{2}{},S\mp@subsup{h}{1}{}(2,2)(s)] ; P P [ s + b b , b b , Sh (2,2)(s)]
Gen 2: P
    P
```

- To continue, apply the same reasoning as in the previous slide, recursively
- Reconstruction: Gen 2: Within the same generation, use Shamir's share, down the generations, use $b_{3}$
- Security: Within the same generation, Shamir's scheme
down the generations, one-time pad


## Discussion

- A $(k, \infty)$-threshold scheme was also presented in [KNY16]
- Out of scope today
- For the above $(2, \infty)$-threshold scheme, we need to work over a field (because Shamir's scheme is used)


## Our goals

- Understand combinatorial interpretation of evolving secret sharing schemes
- Avoid the use of finite fields
- To accommodate the most general case,
e.g., a permutation group (which is non-abelian)


## Perfect hash family - Definition

- A family of functions F is called an ( $\mathrm{N} ; \mathrm{n}, \mathrm{m}, \mathrm{w}$ )-Perfect Hash Family (PHF), if:
- Each $f \in F:[n] \rightarrow[m]$ with $|F|=N$, and
- For any w-subset $X \subset[n], \exists g \in F:\left.g\right|_{X}$ is one-to-one


- Each $f \in F:[n] \rightarrow[m]$ with $|F|=N$, and
- For any w-subset $X \subset[n]$,
$\exists f_{i} \in F:\left.f_{i}\right|_{x}$ is one-to-one
- i-th row represents a function $\mathrm{f}_{\mathrm{i}}:\{0,1\}^{3} \rightarrow\{0,1\}$
- For any 2-subset $S \subset\{0,1\}^{3} \exists i$ s.t. $f_{i}$ restricted to $S$ is one-to-one
- E.g., restrict to $\{2,3\}$, then $f_{3}$ is one-to-one,
restrict to $\{1,2\}$, then $f_{2}$ and $f_{3}$ are one-to-one


## Remark on PHF

- Any binary matrix with pairwise distinct columns represents a PHF
- Fact: For any $\mathrm{t} \geq 2$, there exists a ( $\mathrm{t} ; 2^{\mathrm{t}}, 2,2$ )-PHF
$M=\left(\begin{array}{llllllll}0 & 1 & 2 & 3 & 4 & 5 & 6 & 7 \\ 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 \\ 0 & 0 & 1 & 1 & 0 & 0 & 1 & 1 \\ 0 & 1 & 0 & 1 & 0 & 1 & 0 & 1\end{array}\right) \begin{aligned} & f_{1} \\ & f_{2}\end{aligned} \quad M$ represents a $(3,8,2,2)$-PHF


## (2,n)-threshold secret sharing from PHF

 $M=\left(\begin{array}{lllllll}0 & 0 & 0 & 0 & 1 & 1 & 1 \\ 1 \\ 0 & 0 & 1 & 1 & 0 & 0 & 1 \\ 0 \\ 0 & 1 & 0 & 1 & 0 & 1 & 0 \\ 1\end{array}\right) \mathrm{f}_{1} \quad \begin{aligned} & \mathrm{f}_{2}\end{aligned} \quad \begin{aligned} & \text { [Desmedt, DiCrescenzo, Burmester: Asiacrypt '94] } \\ & \text { [Safavi-Naini, Wang: Progress in CS and Applied Logic '02] }\end{aligned}$- Secret $\mathrm{s} \in \mathrm{G}(*)$; parties $\mathrm{P}_{\mathrm{j}}, \mathrm{j}=0 . .7$
- ShareGen: For $i=1 . .3: b_{i} \leftarrow_{R} G(*)$, share of $P_{j}: s^{M[i, j]} * b_{i}$ for $i=1 . .3$
- Example: Share of $P_{0}:\left(b_{1}, b_{2}, b_{3}\right)$, Share of $P_{1}:\left(b_{1}, b_{2}, s * b_{3}\right)$
- Reconstruction: Solve the system $x * b_{3}=s * b_{3}$ to obtain the secret $s$
- Security: One-time pad (q-ary, multiplicative)


## (2,n)-threshold secret sharing from PHF (cont.)

$M=\left(\begin{array}{cccccccc}0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 \\ 0 & 0 & 1 & 1 & 0 & 0 & 1 & 1 \\ 0 & 1 & 0 & 1 & 0 & 1 & 0 & 1\end{array}\right) \begin{aligned} & f_{1}\end{aligned} \begin{aligned} & \quad \text { Secret } s \in G(*) ; \text { parties } P_{j}, j=0 . .7 \\ & f_{2}\end{aligned} \quad$ ShareGen: For $i=1 . .3: b_{i} \leftarrow_{R} G(*)$
$\begin{array}{llllllll}0 & 1 & 2 & 3 & 4 & 5 & 6 & 7\end{array}$

- In general: Reconstruction follows by the w-subset (last) property of PHF
- Question: Can we construct an evolving scheme?
- Natural approach: "Evolving" PHF


## Preliminary definitions

- Def.: Evolving family of sets: A sequence of sets $\left\{X_{n}\right\}_{n \geq 0}$ is an evolving family of sets if $X_{i} \subset X_{i+1}$ for all $i \geq 0$, i.e., the family is strictly monotone increasing
- Def. (Partial function): A rule $X \rightarrow Y$ is called a partial function, if there exists a subset $X^{\prime} \subset X$ s.t. when restricted to $X^{\prime}$, $\left.f\right|_{X^{\prime}}: X^{\prime} \rightarrow Y$ is a (total) function


## Evolving Perfect Hash Functions - Definition

- Def.: Let $\left\{X_{r}\right\}$ be an evolving family of sets, $\left\{Y_{r}\right\}$ be a sequence of sets (which may or may not be evolving) and $\left\{w_{r}\right\}$ be a nondecreasing sequence of positive integers
A sequence of families of partial and total functions $\left\{\mathcal{F}_{\mathrm{r}}\right\}$ is called an ( $\left\{X_{r}\right\},\left\{Y_{r}\right\},\left\{W_{r}\right\}$ )-Evolving PHF, if:
- Each $\mathrm{f} \in \mathcal{F}_{\mathrm{r}}$ is a partial/total function from $\mathrm{X}_{\mathrm{r}} \rightarrow \mathrm{Y}_{\mathrm{r}}$ and
- For any $w_{r}$-subset $X^{\prime} \subset X_{r}$, there exists $g \in \mathcal{F}_{r}$ such that the restriction of $g$ of $X^{\prime}$ is one-to-one


## Remarks

- In the paper, we make a distinction between "evolving" PHF family, which is finite and "perpetually evolving", which is infinite
- In such the families, only the sequence of domains $\left\{X_{r}\right\}$ needs to be an evolving family of sets
- The sequence of co-domains $\left\{Y_{r}\right\}$ need not be evolving, in fact, it can be constant, i.e., $Y_{r}=Y$ for all $r$
- In addition, the non-decreasing sequence of $\left\{w_{r}\right\}$ can be a constant sequence


## Our proposal of Perpetually Evolving PHF

- Focus on the binary case, i.e.,
co-domain $Y_{r}=Y=\{0,1\}$ and $w_{r}=w=2$, for all $r$
- Notation: An m-dimensional vector of zeroes as $0_{m}$ and that of ones as $1_{m}$
- After introduction of $r$-th partial row, the evolved matrix is denoted as M(r)
- Denote the non-zero columns of M as $\mathrm{C}_{1}, \ldots, \mathrm{C}_{2} \mathrm{t}_{-1}$
- Each of them is a $t$-bit column vector


## Our construction

- Consists of the following three procedures:
- Init: Assign $O_{t}$ as the first column of $M(0)$
- 1st Partial Row:

1. Place the remaining $2^{\mathrm{t}}-1$ columns $\mathrm{C}_{1}, \ldots, \mathrm{C}_{2 \mathrm{t}-1}$ to the right of $\mathrm{O}_{\mathrm{t}}$
2. Append a partial row $\mathrm{O}_{2 \mathrm{t}_{-1}}$ just below them
3. Copy $\mathrm{C}_{1}, \ldots, \mathrm{C}_{2^{\mathrm{t}}-1}$ to the right as columns $2^{\mathrm{t}}+1$ to $2^{\mathrm{t}+1}-1$
4. Append a partial row $1_{2{ }^{2}-1}$ just below the columns copied above

## Our construction (cont.)

-r-th Partial Row to M(r-1):

1. Choose the last $a=\lceil\alpha / 2\rceil$ columns $B[1], B[2], \ldots, B[a]$ of $M(r-1)$, where $\alpha$ denotes \# columns in $M(r-1)$
2. Append a partial row $\mathrm{O}_{\mathrm{a}}$ just below $\mathrm{B}[1], \mathrm{B}[2], \ldots, \mathrm{B}[\mathrm{a}]$
3. Copy $B[1], B[2], \ldots, B[a]$ to the right of $M(r-1)$
4. Append a partial row $1_{\mathrm{a}}$ just below the columns copied above

## Example: Evolving PHF

$$
M(0):=M=\left(\begin{array}{llllllll}
0 & 1 & 2 & 3 & 4 & 5 & 6 & 7 \\
0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 \\
0 & 0 & 1 & 1 & 0 & 0 & 1 & 1 \\
0 & 1 & 0 & 1 & 0 & 1 & 0 & 1
\end{array}\right)
$$

- Let us with a PHF defined by M
- Denote it as M(0)
- Next, let us compute the next generation $M(1)$


## Example: Evolving PHF (cont.)

$M(1)=\left[\begin{array}{lllllll:lllllll}0 & c_{1} & c_{2} & c_{3} & c_{4} & c_{5} & c_{6} & c_{7} & & & & & & \\ 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 1 & 1 & 1\end{array}\right]$

- Init: 1st column is all-zero.
- 1st Partial Row: 1. The remaining columns $\mathrm{C}_{1}, \ldots, \mathrm{C}_{7}$ are to the right of $\mathrm{O}_{3}$

2. Append a partial row $\mathrm{O}_{7}$.
3. Copy $\mathrm{C}_{1}, \ldots, \mathrm{C}_{7}$ to the right.
4. Append a partial row $1_{7}$.

## Example (cont.)

$\mathrm{M}(1)=\left[\begin{array}{llllllllllll}c_{0} & c_{1} & c_{2} & c_{3} & c_{4} & c_{5} & c_{6} & c_{7} & c_{8} & c_{9} & c_{10} & c_{11} \\ 010 & c_{12} & c_{13} & c_{14} \\ 0 & 0 & 0 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 1 & 1\end{array} 1\right.$

- This is an empty entry (partial function)
- Claim: M(1) defines a (partial) PHF
- Proof sketch: $\mathrm{C}_{0}$ and each block individually is $\mathrm{M}(0)=>\mathrm{PHF}$; across the blocks, use the last row

- Claim: $\mathrm{M}(2)$ defines a (partial) PHF
- Consider the blocks of columns $\mathcal{A}, \mathcal{B}$ and $C$ as marked above
- Any pair of columns in Blocks $\mathcal{B}$ and $C$ differ in at least position due to the last row
- Any pair of columns in Block $\mathcal{A}$ and Block $\mathcal{B}$ (resp. Block $C$ ) differ in at least one position because $\mathrm{M}(1)$ is PHF


## Main result

- Thm.: Our construction implements a perpetually evolving PHF.
- Proof (sketch): By induction.
- The base case intuition: two slides back.
- The induction step intuition: the previous slide.
- Corollary: There exists an evolving $(2, \infty)$-threshold multiplicative secret sharing scheme
- Note: The underlying group may be non-abelian


## Parameters and share size

- If the 1st column of $\mathrm{M}(0)$ is $t$-dimensional, $r$-th partial row adds $\left\lceil(3 / 2)^{r-1} 2^{\mathrm{t}}\right\rceil$ new columns, i.e., increases the domain by exponentially many elements
- Share size for $T$-th participant: $(t+O(\log (r, T))) \cdot \log |G|$


## Conclusion

- Studied a combinatorial interpretation of evolving secret sharing
- Proposed a recursive construction of perpetually evolving PHF
- It implies an evolving ( $2, \infty$ )-threshold multiplicative secret sharing scheme


## Future work

- Further study of evolving combinatorial objects
- Blueprint: Start with a recursive construction for such, and develop it into an evolving scheme
- Extension to ( $\mathrm{k}, \infty$ )-threshold case
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Big data analysis using machine learning (AI) is expected to be a technology that enables complex analysis and inference, but because it requires a large amount of data, including personal information, it often faces issues related to privacy. Therefore, as a solution to this problem, a technology has been attracting attention in recent years, in which learning and inference is calculated while keeping data encrypted using secure computation.

Research on secure computation for machine learning, especially deep learning has been very active in the past few years, and faster methods have been proposed one after another[1]. In addition, there has been research in the area of proposing and implementing easy-to-understand software framework for machine learning researchers and engineers[2]. Thus, various researches on secure computation for machine learning are being conducted, not only on performance but also usability and so on.

In our research, we have implemented various machine learning methods such as logistic regression and deep learning in secure computation with high speed and high accuracy $[3,4]$. Furthermore, we have implemented an software framework for machine learning in secure computation as a Python library[5], with an application programming interface similar to general machine learning libraries. Our secure-computation AI is characterized by high performance in terms of accuracy and processing speed, a rich lineup of analyses, and ease of use, all of which are necessary for an AI library. In this paper, we introduce the performance, the lineup of analysis methods, and application programming an interface of our secure-computation AI library.
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## Secure-Computation AI:

a Python Library for Machine Learning in Secure Computation

NTT Social Informatics Laboratories Ibuki Mishina

## Secure Computation

## $\times$

Machine Learning(AI)

Outline
nTt ©

1. What's Secure-computation AI?
2. Our Research
3. Algorithm Impementation
4. API Implementation



## Research Topics in Secure-Computation AI

nтt ©

- Algorithm Implementation
- There are many methods for machine learning
- Often the plaintext algorithm cannot be used as is
- e.g. secureML, secureNN, ABY3...
- API Implementation
- Implement APIs that are easy for data scientists to use
- e.g. Crypten(Facebook), tf-encrypted(google)

| Outline |
| :--- | :--- |
| 1. What's Secure-computation Al? |
| 2. Our Research |
| 1. Algorithm Impementation |
| 2. API Implementation |


| Our Research Goals |
| :--- |
| - Practical Secure-Computation AI |
| - Many analytical methods available |
| - Fast \& high accuracy |
| - Easy-to-use interface for data analysts |
|  |





## MEVAL : Secure computation Library

- Secret sharing based secret computation library being developed by NTT
- Can be freely programmed to combine more than 100 operations, including arithmetic, logic, comparison, and real number operations.
- Optimized for secure computation, enabling fast and accurate processing.

| Background <br> Optimized interface for secure computation <br> is different from plain text <br> $\downarrow$ |
| :--- |
| For data analysts unfamiliar with secure computation, |
| an interface optimized for secure computation is difficult |
|  |




| Future work |  |
| :--- | :--- |
| - Further expansion of AI methods |  |
| - Expansion of functions other than Al methods |  |
|  |  |
| - Preprocessing, Model evaluation, etc... |  |
| - Publishing Secure-Computation AI Library |  |

## Conclusion

- Secure-Computation AI:
- Al training and inference while keeping data encrypted
- Research Topics in Secure-Computation AI:
- Algorithm Implementation
- Deep Learning, Logistic Regression, Decision Trees, etc...
- API Impementation
- Python Library for Secure-Computation AI
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# Possibility of Secret Sharing using EtherCAT 

## Kosuke Kaneko

Robert T.Huang Entrepreneurship Center of Kyushu University<br>kaneko.kosuke.437@m.kyushu-u.ac.jp

In this presentation, we explain the possibility of Secret Sharing using EtherCAT(Ethernet for Control Automation Technology) which is an industrial network technology. We implemented an algorithm of Secret Sharing using EtherCAT and evaluated their time performance of encryption/decription. We discuss the possibility of Secret Sharing using EtehrCAT based on results of the evaluation.
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## Outline

1. Research Background and Purpose

- Smart Factory, EtherCAT
- Our IDEA of Secret Sharing X EtherCAT

2. Method and Implementation

- Our proposed protocol

3. Experiment and Result

- Calculation time for encryption/decription

4. Conclusion and Discussion


What is EtherCAT ? - Overview -

- Ethernet for Control Automation Technology
- A network for industry
(factory automation netowrk, belt conveyor)
- Device to device communication
(master and slaves)
- IEEE 802.3 Ethernet/Ethernet Cable (Common Open Technology)



What is our IDEA? (2/2)


Research Purpose

- Investigation for discussing possibility of Secret Sharing with EtherCAT
- Evaluation: Calculation time for encryption/decryption
- To investigate calculation time by changing situations
- Number of slaves in EtherCAT fieldbus
- Number of shares for Secret Sharing
- Number of required shares for Secret Sharing

Exploring Mathematical and Practical Principles of Secure Computation and Secret Sharing @ IMI, Kyushu University. Nov. 9, 2021


## What is EtherCAT? - Data Frame -

EtherCAT is based on Ethernet:
Data frame for communication is Ethernet frame.


Exploring Mathematical and Practical Principles of Secure Computation and Secret Sharing @ IM1. Kyushu University. Nov. 9, 2021.

What is EtherCAT? - Network Structure -

- EtherCAT adopts daisy chain network structure
- Each device has two ethernet ports


Exploring Mathematical and Practical Principles of Secure Computation and Secret Sharing @ IMI, Kyushu University. Nov. 9, 2021

What is EtherCAT ? - EtherCAT Communication -
One Ethernet cable has two way paths


What is EtherCAT? - EtherCAT Communication -
One Ethernet cable has two way paths


Exploring Mathematical and Practical Principles of Secure Computation and Secret Sharing @ IMI. Kyushu University. Nov. 9, 2021.



What is EtherCAT ? - Communication Protocol -

- No handshake protocol, not like TCP/IP
- Transmission frequency: 125 $\mu \mathrm{s}$ (8,000 times/sec.)


What dvantage does EtherCAT has for Secret Sharing?

- Network stracture is originally suitable to Secret Sharing
- Devices are distributed in Factory and they communicate each other anytime
- Quick communication for shares distribution and collection
- No handshake protocol, 8,000 times/sec.





## Problems

- We needed to divide a share into 4 data; it took 4 times long time to transmit shares
- Shamir Secret Sharing library (https://github.com/dsprenkels/sss) is generate 112 bytes size shares.
- EasyCAT Shield for Arduino can transfor only 32 bite in one time.


## - Timeout:

- Some slave devices could not receive a share sometimes. We set timeout as 0.03 sec . If elapsed time was over the timeout, then transmission was restarted again.
$\qquad$

Experiment Rule


- Exp. 1: To change number of slaves for EtherCAT (2-8)
- Exp. 2: To change number of shares for Secret Sharing (2-8)
- Exp. 3: To change number of required shares for Secret Sharing (2-8)
- Investigation for calcluation times for ecription and decription in each case
- To do encription/decription 100 times and calculate average time


## Experiment Scene (8 slaves)



Result: Culculation times for encription by each case


Result: Culculation times for decription by each case


Result: Compare times by the same scale


Slaves: 8, Shares: 3, Required: 2


Exploring Mathematical and Practical Principles of Secure Computation and Secret Sharing @ IMI. Kyushu University. Nov. 9, 2021.

## Conclusion and Discussion

## Conclusion

- Calculation times for encryption/decryption were significantly influenced by number of shares, but it were not so much influenced by number of slaves and number of required shares.
- If it was good condition (no timeout), it took about 0.05 sec. for encryption/decryption.



# An indeterminate equation scheme having homomorphic property 

Yasuhiko Ikematsu<br>Institute of Mathematics for Industry, Kyushu University<br>ikematsu@imi.kyushu-u.ac.jp

Indeterminate encryption schemes are public key cryptosystems using indeterminate equations having a solution with small coefficients over a finite field. At Sac 2017, Akiyama et al. proposed an indeterminate encryption scheme "Giophantus(TM)" whose public key is a polynomial in two variables over a finite ring. In this talk, we introduce the construction of the Giophantus scheme and explain that it becomes a somewhat homomorphic encryption (SHE).

# An Indeterminate Equation Scheme Having Homomorphic Property 

*Yasuhiko Ikematsu (Kyushu University)
Koichiro Akiyama (Toshiba Corporation)
$10^{\text {th }}$ November 2021

## PQC

## Post-Quantum Cryptography

- Lattice base • . • SVP, CVP
- Code base • . • Syndrome decoding problem
- Isogeny base • • • Isogeny path finding problem
- Multivariate base • • MQ problem

NIST PQC standardization third round in 2020

| NIST 3rd | Signature | Encryption/KEM |
| :---: | :---: | :---: |
| Lattice | 2 | 5 |
| Code | 0 | 3 |
| Isogeny | 0 | 1 |
| Multivariate | 2 | 0 |
| Else | 2 | 0 |

## Overview

> Indeterminate equation cryptosystem for PQC

$$
\begin{aligned}
& \text { Section Finding Problem } \\
& \qquad X(x, y)=0 \text { over } \mathbb{F}_{q}[t]
\end{aligned}
$$

$>$ Giophantus ${ }^{T M}$ proposed by Akiyama et al.
Small Section Problem
$X(x, y)=0$ over $\mathbb{F}_{q}[t] /\left(t^{n}-1\right)$
> Homomorphic property
Additive \& Multiplicative

## $\S 1$ Indeterminate equation cryptosystem

## §2 Giophantus

## §3 Homomorphic property

## §4 Conclusioin

### 1.1 Section finding problem

$q \in \mathbb{N}$ : prime, $n>0$ : integer
$\mathbb{F}_{q}[t, x, y]$ : three-variable polynomial ring

Section Finding Problem


Find one solution (section) $\left(u_{x}(t), u_{y}(t)\right) \in \mathbb{F}_{q}[t]^{2}$ with degree $n$.

- If $\operatorname{deg}_{x, y} X(t, x, y)>1$, the problem is difficult.
- From this problem, some cryptosystems are constructed.
1.2 Indeterminate equation cryptosystem 6/19
$q \in \mathbb{N}$ : prime, $n, d>0$ : integer
Secret Key

$$
\begin{aligned}
& u_{x}=a_{0}+a_{1} t+\cdots+a_{n-1} t^{n-1} \in \mathbb{F}_{q}[t] \\
& u_{y}=b_{0}+b_{1} t+\cdots+b_{n-1} t^{n-1} \in \mathbb{F}_{q}[t]
\end{aligned}
$$

Public Key
$X(t, x, y) \in \mathbb{F}_{q}[t, x, y]$ degree $d$ s.t. $X\left(t, u_{x}, u_{y}\right)=0$ in $\mathbb{F}_{q}[t]$

- Secret key is randomly chosen from $\mathbb{F}_{q}[t]$.
- Public key is obtained by the linear system in $c_{i, j}$

$$
\sum_{i, j} c_{i, j}(t) u_{x}^{i} u_{y}^{j}=0, \quad \text { where } X:=\sum_{i, j} c_{i, j}(t) x^{i} y^{j} .
$$

- It is difficult to compute $\left(u_{x}, u_{y}\right)$ from the public key $X$.


### 1.2 Indeterminate equation cryptosystem 7/19

Message: $\quad m(t)=m_{0}+m_{1} t+\cdots+m_{n-1} t^{n-1} \in \mathbb{F}_{q}[t]$

Encryption: 1. Randomly choose $r(t, x, y) \in \mathbb{F}_{q}[t, x, y]$
2. Compute $c:=m+X \cdot r$

Decryption: 1. Compute

$$
\begin{aligned}
c\left(u_{x}, u_{y}\right) & =m+X\left(t, u_{x}, u_{y}\right) \cdot r\left(t, u_{x}, u_{y}\right) \\
& =m
\end{aligned}
$$

### 1.3 Progression of IEC

$$
\begin{gathered}
c=m+X \cdot r \\
c=m(t) \cdot s+X \cdot r(t)
\end{gathered}
$$

three variables - Trace Attack by Voloch

$$
c=m \cdot s+X \cdot r \quad \text { PKC2009 }^{[2]}
$$

noise addition - Ideal Decomposition Attack ${ }^{[3]}$
Giophantus ${ }^{\text {TM }}$

$$
c=m(t)+X \cdot r+\ell \cdot e \bmod t^{n}-1
$$

[2] K. Akiyama et al., An Algebraic Surfaces Cryptosytem, PKC2009, LNCS 5443, pp. 425-442
[3] J. Faug' ere et al., Algebraic Cryptanalysis of the PKC'09 Algebraic Surface Cryptosystem, PKC2010, LNCS 6056, pp. 35-52
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### 2.1 Small section problem

$q \in \mathbb{N}$ : prime, $n>0$ : integer, $l>0$ : small integer
$X(x, y) \in \mathbb{F}_{q}[t, x, y] /\left(t^{n}-1\right)$
Definition
$\left(u_{x}, u_{y}\right) \in \mathbb{F}_{q}[t]^{2}$ is called a small section of $X$
if $\mathrm{X}\left(u_{x}, u_{y}\right)=0$ and $0 \leq$ their coefficients $\leq l-1$.

Small Section Problem
Given $X(x, y) \in \mathbb{F}_{q}[t, x, y] /\left(t^{n}-1\right)$ with a small section,
Find one small section $\left(u_{x}, u_{y}\right)$ of $X$.

Giophantus ${ }^{[4]}$ is constructed based on this problem.
[4] K. Akiyama et al, A Public-key Encryption Scheme Based on Non-linear Indeterminate Equations (Giophantus), IACR ePrint2017/1241

### 2.2 Construction

$q \in \mathbb{N}$ : large prime, $n, d>0$ : integer, $l>0$ : small integer
$R_{q, n}:=\mathbb{F}_{q}[t] /\left(t^{n}-1\right)$

- Secret Key
$u_{x}=a_{0}+a_{1} t+\cdots+a_{n-1} t^{n-1}$
$u_{y}=b_{0}+b_{1} t+\cdots+b_{n-1} t^{n-1} \quad$, where $0 \leq a_{i}, b_{i} \leq l-1$.
- Public Key

$$
X(x, y) \in R_{q, n}[x, y] \text { degree } d \text { s.t. } X\left(u_{x}, u_{y}\right)=0 \text { in } R_{q, n}
$$

- Secret key is randomly chosen from $\mathbb{F}_{q}[t]$.
- Public key is obtained by the linear system in $c_{i, j}$
- It is difficult to compute $\left(u_{x}, u_{y}\right)$ from the public key $X$.


### 2.2 Construction

Message: $\quad m(t)=m_{0}+m_{1} t+\cdots+m_{n-1} t^{n-1}, 0 \leq m_{i} \leq l-1$
Encryption: 1. Randomly choose $r(x, y) \in \mathbb{F}_{q}[t, x, y]$
2. Randomly choose small $e(x, y) \in \mathbb{F}_{q}[t, x, y]$
3. Compute $c:=X \cdot r+l \cdot e+m \bmod \left(q, t^{n}-1\right)$

Decryption:

1. Compute $c\left(u_{x}, u_{y}\right)=l \cdot e\left(u_{x}, u_{y}\right)+m$
2. Compute $m^{\prime}=c\left(u_{x}, u_{y}\right) \bmod l$

If each coefficient of $c\left(u_{x}, u_{y}\right)$ is in $[0, q-1]$, then $m=m^{\prime}$.
Thus, we need to take $q$ as follows:

$$
q>l-1+l \sum_{k=0}^{\operatorname{deg}_{x, y} e}(k+1) n^{k}(l-1)^{k+1}
$$

### 2.3 Attacks

## 1. Key Recovery Attack

Public key $X(t, x, y) \square$ a small section $\left(u_{x}, u_{y}\right)$ SVP problem
2. Linear Algebraic Attack
small polynomial

Ciphertext $c \equiv \underset{\text { known }}{X} \cdot r+(l \cdot e+m) \quad$ Recover message $m$
Giophantus is IND-CPA under the IE-LWE assumption.
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### 3.1 Additive homomorphic

$$
\begin{aligned}
& c_{1}:=X \cdot r_{1}+l \cdot e_{1}+m_{1} \\
& c_{2}:=X \cdot r_{2}+l \cdot e_{2}+m_{2}
\end{aligned}
$$

$\square c:=c_{1}+c_{2}=X \cdot\left(r_{1}+r_{2}\right)+l \cdot\left(e_{1}+e_{2}\right)+m_{1}+m_{2}$
Decryption: 1. Compute $c\left(u_{x}, u_{y}\right)=l \cdot\left(e_{1}+e_{2}\right)\left(u_{x}, u_{y}\right)+m_{1}+m_{2}$
2. Compute $m^{\prime}=c\left(u_{x}, u_{y}\right) \bmod l$
(i) Each coefficient of $c\left(u_{x}, u_{y}\right)$ is in $[0, q-1]$
(ii) Each coefficient of $m_{1}+m_{2}$ is in [0,l-1]

Then $m^{\prime}=m_{1}+m_{2}$

### 3.1 Additive homomorphic

$\lambda$ : max of coef of messages $m_{1}, m_{2}$
If the following holds, then $m^{\prime}=m_{1}+m_{2}$
(i) $l>2 \lambda$
(ii) $q>2 \cdot\left(l-1+l \sum_{k=0}^{\operatorname{deg} e}(k+1) n^{k}(l-1)^{k+1}\right)$

■ $\underline{N}_{a}$-times additive homomorphic case $c:=c_{1}+c_{2}+\cdots+c_{N_{a}}$
If the following holds, then decryption succeeds

- $l>N_{a} \lambda$
- $q>N_{a}\left(l-1+l \sum_{k=0}^{\operatorname{deg}_{x, y} e}(k+1) n^{k}(l-1)^{k+1}\right)$


### 3.2 Multiplicative homomorphic 17/19

$$
\begin{gathered}
c_{1}:=X \cdot r_{1}+l \cdot e_{1}+m_{1} \\
c_{2}:=X \cdot r_{2}+l \cdot e_{2}+m_{2} \\
c:=c_{1} \cdot c_{2} \\
=X \cdot\left(X r_{1} r_{2}+\cdots\right)+l^{2} e_{1} e_{2}+l e_{1} m_{2}+l e_{2} m_{1}+m_{1} \cdot m_{2}
\end{gathered}
$$

Decryption: 1. Compute $c\left(u_{x}, u_{y}\right)$
2. Compute $m^{\prime}=c\left(u_{x}, u_{y}\right) \bmod l$
(i) Each coefficient of $c\left(u_{x}, u_{y}\right)$ is in [0,q-1]
(ii) Each coefficient of $m_{1} m_{2}$ is in $[0, l-1]$

$$
\text { Then } m^{\prime}=m_{1} \cdot m_{2}
$$

## Conclusion

- We introduced an indeterminate equation scheme called "Giophantus".
- Giophantus is considered to be a scheme for post-quantum cryptography.
- We explained some homomorphic property of Giophantus.


## Future work

- Parameter selection
- Bootstrapping
- More efficient HE scheme based on IES
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# Homomorphic Secret Sharing for Multipartite and General Adversary Structures Supporting Parallel Evaluation of Low-Degree Polynomials 

Reo Eriguchi (Joint work with Koji Nuida)

The University of Tokyo<br>reo-eriguchi@g.ecc.u-tokyo.ac.jp

Homomorphic secret sharing (HSS) for a function $f$ allows input parties to distribute shares for their private inputs and then locally compute output shares from which the value of $f$ is recovered. HSS can be directly used to obtain a two-round multiparty computation protocol for possibly non-threshold adversary structures whose communication complexity is linear in its share size and independent of the size of $f$.

Although several constructions of HSS schemes have been proposed, they do not give a satisfactory solution to practical non-threshold adversary structures $\Delta$. When many parties are involved, $\Delta$ is likely to be specified by a general adversary structure rather than by a single threshold. The scheme [2] needs to set a corruption threshold to the maximum size of $X \in \Delta$ and then are inapplicable if $\Delta$ contains at least one set of size exceeding their tolerable thresholds. The construction [3] is applicable to any adversary structure but results in exponentially large share size for a specific class of non-threshold adversary structures, e.g., multipartite ones. It is therefore important to construct HSS schemes tailored to given non-threshold adversary structures in order to tolerate corruptions in real-world situations.

In this talk, we introduce our constructions of HSS schemes tolerating multipartite and general adversary structures and supporting parallel evaluation of a single low-degree polynomial [1]. Our multipartite scheme tolerates a wider class of adversary structures than the previous multipartite one in the particular case of a single evaluation and has exponentially smaller share size than the general construction. While restricting the range of tolerable adversary structures (but still applicable to non-threshold ones), our schemes perform $\ell$ parallel evaluations with communication complexity approximately $\ell / \log \ell$ times smaller than simply using $\ell$ independent instances. We also formalize two classes of adversary structures taking into account real-world situations to which the previous threshold schemes are inapplicable. Our schemes then perform $O(m)$ parallel evaluations with almost the same communication cost as a single evaluation, where $m$ is the number of parties.
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## Homomorphic Secret Sharing (HSS) [BG16]

- Share generation: $\left(s_{1}, \ldots, s_{m}\right) \leftarrow \operatorname{Share}(x)$
$-\left\{s_{j}: j \in A\right\}$ reveals no information on $x$ for a subset $A \subseteq[m]$.
- Evaluation: $y_{j} \leftarrow \operatorname{Eval}\left(f, s_{j, 1}, \ldots, s_{j, n}\right), z \leftarrow \operatorname{Dec}\left(y_{1}, \ldots, y_{m}\right)$
$-z=f\left(x_{1}, \ldots, x_{n}\right)$
Output player



## Application to MPC

- MPC based on HSS
- Two rounds
- Succinctness: communication cost $\approx$ share size (independent of the size of $f$ )
- Corruption power is characterized by its adversary structure



## Adversary Structure

The collection $\Delta$ of subsets of players revealing no information on a secret input

- Threshold

$$
\Delta=\{X:|X| \leq t\}
$$

- Multipartite
$\Pi=\left(P_{1}, \ldots, P_{L}\right):$ partition of $[m]$
Whether $X \in \Delta$ or not is uniquely determined by $\left(\left|X \cap P_{1}\right|, \ldots,\left|X \cap P_{L}\right|\right)$
- General

No assumption on $\Delta$

$\Pi=([m]) \Rightarrow$ Threshold $\Pi=(\{1\}, \ldots,\{m\}) \Rightarrow$ General

Example: $\Delta$ induced by a graph Adversary colludes with adjacent players

## Previous HSS

- HSS for degree- $d$ polynomials



## Previous HSS

- HSS for degree- $d$ polynomials



## Previous HSS

- HSS for degree- $d$ polynomials



## Our Results

$\checkmark$ Multipartite HSS for degree- $d$ polynomials from $k$-HE
$\checkmark$ Extension to $\ell$ parallel evaluations of a single polynomial (SIMD operation)


## General HSS for Parallel Evaluation

## Parallel Evaluation of Degree- $d$ Poly.



## Our Proposed HSS



## Starting Point: HSS of [PSAM20]

- General adversary structure $\Delta \subseteq 2^{[m]}$
- Monotonically decreasing ( $A \subseteq B \subseteq[m]$ and $B \in \Delta \Rightarrow A \in \Delta$ )
- All maximal subsets $\Delta^{+}=\left\{A_{1}, \ldots, A_{N}\right\}=\{A: A \in \Delta$ and $B \notin \Delta$ for all $B \supsetneq A\}$
- HSS scheme of [PSAM20]
- Assuming $k$-HE, $x \mapsto x$
- Share generation:

1. Randomly split $s$ into $s_{1}, \ldots, s_{N}$
2. Give $s_{i}$ to $j \in \overline{A_{i}}$ and give $\overline{s_{i}}$ to $j \in A_{i}$

- Privacy
- Coalition of $A_{i} \in \Delta^{+}$misses $s_{i}$ (only obtains $s_{i}$ )



## Packed Secret Sharing [FY92]

- Threshold adversary structure $\{X:|X| \leq t\}$
- Secret input: $\left(s_{1}, \ldots, s_{\ell}\right) \in \mathbb{F}^{\ell}$
- Share generation:

1. Choose a random polynomial $\varphi \in \mathbb{F}[X]$ such that

$$
s_{1}=\varphi\left(\alpha_{1}\right), \ldots, s_{\ell}=\varphi\left(\alpha_{\ell}\right), \quad \operatorname{deg} \varphi \leq t+\ell-1
$$

2. Give $\varphi(j)$ to Server $j$

- Privacy
$\varphi\left(j_{1}\right), \ldots, \varphi\left(j_{t}\right)$ reveals no information on $\left(s_{1}, \ldots, s_{\ell}\right)$
- Reconstruction
$\varphi$ can be recovered from shares of $A \subseteq[m]$ if $|A| \geq t+\ell$


## Our Proposed HSS



## Our Proposed HSS

- General adversary structure $\Delta \subseteq 2^{[m]}$
- All maximal subsets $\Delta^{+}=\left\{A_{1}, \ldots, A_{N}\right\}=\{A: A \in \Delta$ and $B \notin \Delta$ for all $B \supsetneq A\}$
- Our HSS scheme
- Assuming $k$-HE, $x \mapsto x$
- Share generation:

1. Randomly split $\overrightarrow{\boldsymbol{s}}$ into $\overrightarrow{\boldsymbol{s}}_{1}, \ldots, \overrightarrow{\boldsymbol{s}}_{N}$
2. Share $\overrightarrow{\boldsymbol{s}}_{u}$ via packed secret sharing: Give $\varphi_{u}(j)$ to $j \in \overline{A_{u}}$ and give $\varphi_{u}(j)$ to $j \in A_{u}$ where $\operatorname{deg} \varphi_{u} \leq \ell-1$

## - Privacy

- Coalition of $A_{u} \in \Delta^{+}$misses $\overrightarrow{\boldsymbol{s}}_{u}$


## Parallel Evaluation

- Evaluation of a single degree- $d$ polynomial
- Secret input: $\overrightarrow{\boldsymbol{x}}^{(1)}, \ldots, \overrightarrow{\boldsymbol{x}}^{(d)} \in \mathbb{F}^{\ell}$
$-\overrightarrow{\boldsymbol{x}}^{(i)}$ is randomly split into $\overrightarrow{\boldsymbol{x}}^{(i)}=\overrightarrow{\boldsymbol{y}}_{1}^{(i)}+\cdots+\overrightarrow{\boldsymbol{y}}_{N}^{(i)}$
$-\overrightarrow{\boldsymbol{y}}_{u}^{(i)}=\left(\varphi_{u}^{(i)}\left(\alpha_{1}\right), \ldots, \varphi_{u}^{(i)}\left(\alpha_{\ell}\right)\right), \operatorname{deg} \varphi_{u}^{(i)} \leq \ell-1$

$$
\leadsto \overrightarrow{\boldsymbol{x}}^{(1)} * \cdots * \overrightarrow{\boldsymbol{x}}^{(d)}=\sum_{j=\left(j_{1}, \ldots, j_{d}\right) \in[N]^{d}} \overrightarrow{\boldsymbol{y}}_{j_{1}}^{(1)} * \cdots * \overrightarrow{\boldsymbol{y}}_{j_{d}}^{(d)}
$$

More than $d(\ell-1)$ points of $\varphi_{j_{1}}^{(1)} \cdots \varphi_{j_{d}}^{(d)}$ must be collected from servers

* denotes the element-wise product 17


## Parallel Evaluation

- Evaluation of a single degree- $d$ polynomial
- Server $i$ has $\begin{cases}\varphi_{u}^{(1)}(i), \ldots, \varphi_{u}^{(d)}(i) & \text { if } i \notin A_{u} \\ \varphi_{u}^{(1)}(i), \ldots, \varphi_{u}^{(d)}(i) & \text { if } i \in A_{u}\end{cases}$ $\overrightarrow{\boldsymbol{y}}_{u}^{(1)}=\left(\varphi_{u}^{(1)}\left(\alpha_{1}\right), \ldots, \varphi_{u}^{(1)}\left(\alpha_{\ell}\right)\right)$
- Server $i$ can compute

$$
\left(\varphi_{j_{1}}^{(1)} \cdots \varphi_{j_{d}}^{(d)}\right)(i)=\prod_{h: i \notin A_{j_{h}}} \varphi_{j_{h}}^{(h)}(i) \prod_{h: i \in A_{j_{h}}} \varphi_{j_{h}}^{(h)}(i)
$$

Product of $k$ ciphertexts

$$
\forall\left(j_{1}, \ldots, j_{d}\right) \in[N]^{d}, \#\left\{i \in[m]: \#\left\{h: i \in A_{j_{h}}\right\} \leq k\right\}>d(\ell-1)
$$

## Remaining Problem

## - Context hiding

- Output shares should reveal nothing beyond $f\left(x_{1}, \ldots, x_{n}\right)$
- Needs re-randomization with fresh shares of 0



## Efficiency

- Share size
- Server $i$ receives $O(N)$ field elements and $O(N)$ ciphertexts
$-m+\ell$ different points are necessary


All maximal subsets $\Delta^{+}=\left\{A_{1}, \ldots, A_{N}\right\}$

## Conclusion

$\checkmark$ Multipartite HSS for degree- $d$ polynomials from HE
$\checkmark$ Extension to $\ell$ parallel evaluations of a single polynomial (SIMD operation)
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# A Comparison of <br> How to Garble Arithmetic and Boolean Circuits - Case of Functional Encryption - 

Hiroaki Anada (Joint work with Kotaro Chinen)

University of Nagasaki<br>anada@sun.ac.jp

The technique of garbling circuits that was initiated by Yao [1] is currently one of the fundamental cryptographic primitives. It is generalized and enhanced as the randomized encoding of functions [2,3], which can treat not only boolean circuits but also arithmetic circuits. In this talk, after warming up with examples of randomized encoding, we focus into garbling encryption circuits of functional encryption following the work of Goyal, Koppla and Waters [4]. We see that there is a gap between "boolean" and "arithmetic" in security proofs; in the case of boolean, we only have to select one of two evaluated keys, but in the case of arithmetic, we must evaluate a key-value for any given input.
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Garbling techniques
[1] Yao: "How to generate and exchange secrets", SFCS 1986
[2] Applebaum, Ishai, Kushilevitz: "How to Garble Arithmetic
Circuits", FOCS 2011
$\rightarrow$ GC-based secure computation $\cdot$
$\rightarrow$ This talk: Garbling functional encryption circuit (®?)

Garbling as randomized encoding (RE) of functions [2]

$$
\begin{gathered}
f: \underset{\sim}{X} \rightarrow Y \\
x \\
f(\cdot) \mapsto\left(\left(\hat{f}_{\text {off }}(r), \hat{f}_{\text {on }}(\cdot ; r)\right), \text { Deco, Simu }\right)
\end{gathered}
$$

1. (Correctness)

$$
\operatorname{Deco}\left(\hat{f}_{\text {off }}(r), \hat{f}_{\text {on }}(x ; r)\right) \rightarrow f(x)
$$

2. (Privacy)

$$
\operatorname{Simu}(f(x)) \rightarrow S \approx\left(\hat{f}_{\text {off }}(r), \hat{f}_{\text {on }}(x ; r)\right)
$$

[3] Applebaum: "Garbled Circuits as Randomized Encodings of Functions: a Primer" in Tutorials on the Foundations of Cryptography, pp.1-44, 2017

DARE (: Decomposable Affine RE) [3]

1. Decomposable:

- Each output-entry $\left(y_{j}\right)$ contains at most one input-entry $\left(x_{i}\right)$
- $y_{1}=r_{1} x_{1}^{2}+r_{2}$

2. Affine:

- Each output-entry $\left(y_{j}\right)$ is affine function of input-entries $\left(x_{1}, \ldots, x_{n}\right)$
- $y_{1}=r_{1} x_{1}+r_{2} x_{2}$
[2] Applebaum, Ishai, Kushilevitz: "How to Garble Arithmetic Circuits", FOCS 2011

Example $1 \quad f(\cdot) \mapsto\left(\left(f_{\text {orf }}(r), f_{\text {on }}(\cdot ; r)\right.\right.$, Deco $\left.\left(f_{\text {forf }}(r), f_{\text {on }}(x ; r)\right), \operatorname{simu}(f(x))\right)$
$\begin{array}{ll}f(x)=f\left(x_{1}, x_{2}\right):=x_{1}+x_{2}=y & x_{1} x_{2} \underbrace{+}_{\text {ADD }}-y \\ -\hat{f}_{\text {off }}(r):=\varnothing\end{array}$

- $\left.\hat{f}_{\text {on }}\left(\begin{array}{ll}1 & 2\end{array}\right) ; r\right):=\left(\begin{array}{ll}1+r, & 2-r)\end{array}\right.$
- $\operatorname{Deco}\left(\varnothing,\left(K_{1}, K_{2}\right)\right):=K_{1}+K_{2}$
- Deco $\left(\varnothing,\left(\left(x_{1}+r\right),\left(x_{2}-r\right)\right)\right) \rightarrow\left(x_{1}+r\right)+\left(x_{2}-r\right)=x_{1}+x_{2}=y=f(x)$
- $\operatorname{Simu}(y ; \tilde{r}):=(\varnothing,(y+\tilde{r},-\tilde{r}))=S$
- $\operatorname{Simu}(y) \rightarrow S \approx\left(\varnothing,\left(x_{1}+r, x_{2}-r\right)\right)$
[2] Applebaum, Ishai, Kushilevitz: "How to Garble Arithmetic Circuits", FOCS 2011, pp.120-129
[3] Applebaum: "Garbled Circuits as Randomized Encodings of Functions: a Primer" in Tutorials on the Foundations of Cryptography, pp.1-44, 2017

Example $2 \quad f(\cdot) \mapsto\left(\left(\hat{f}_{\text {orf }}(r), \hat{f o f o r}^{\prime}(; r)\right.\right.$, Deco $\left(\hat{f}_{\text {for }}(r), \hat{f}_{\text {on }}(x ; r)\right)$, simu $\left.\left.f(x)\right)\right)$

$$
f(x)=f\left(x_{1}, x_{2}\right):=x_{1} x_{2}=: y
$$

MULTIPLY

- $\hat{f}_{\text {off }}(r):=\emptyset, r=\left(r_{1}, r_{2}\right)$
- $\left.\hat{f}_{\text {on }}\left(\begin{array}{ll}1 & 2\end{array}\right) ; r_{1}, r_{2}\right):=\left(\begin{array}{lll}1 & +r_{1}, & 2+r_{2}, \\ r_{2} & 1+r_{1} & 2\end{array}+r_{1} r_{2}\right)$
- $\operatorname{Deco}\left(\varnothing,\left(K_{1}, K_{2}, K_{3}\right)\right):=K_{1} K_{2}-K_{3}$
- $\operatorname{Deco}\left(\emptyset,\left(x_{1}+r_{1}, x_{2}+r_{2}, r_{2} x_{1}+r_{1} x_{2}+r_{1} r_{2}\right)\right) \rightarrow\left(x_{1}+r_{1}\right)\left(x_{2}+r_{2}\right)-\left(r_{2} x_{1}+r_{1} x_{2}+r_{1} r_{2}\right)$
$\operatorname{Simu}\left(y ; \tilde{r}_{1}, \tilde{r}_{2}\right):=\left(\emptyset,\left(\tilde{r}_{1}, \tilde{r}_{2}, \tilde{r}_{1} \tilde{r}_{2}-y\right)\right)=: S$
- $\operatorname{Simu}(y) \rightarrow S \approx\left(\varnothing,\left(x_{1}+r_{1}, x_{2}+r_{2}, r_{2} x_{1}+r_{1} x_{2}+r_{1} r_{2}\right)\right)$

Example 2' $\quad f(\cdot) \mapsto\left(\left(\hat{f}_{\text {off }}(r), \hat{f}_{\text {on }}(\cdot ; r)\right), \operatorname{Deco}\left(\hat{f}_{\text {off }}(r), \hat{f}_{\text {on }}(x ; r)\right), \operatorname{Simu}(f(x))\right)$

$$
\begin{aligned}
f(x)=f\left(x_{1}, x_{2}\right): & =x_{1} x_{2}=: y & & x_{1} \nsupseteq \times-y \\
\cdot \hat{f}_{\text {off }}(r):=\emptyset, r & =\left(r_{1}, r_{2}, r_{3}\right) & & x_{2} \xlongequal[\text { MULTIPLY }]{ }
\end{aligned}
$$



$$
=\left(\left[\begin{array}{cc}
1+r_{1} \\
r_{2} & 1+r_{3}
\end{array}\right],\left[\begin{array}{cc}
2+r_{2} \\
r_{1} & 2+r_{1} r_{2}-r_{3}
\end{array}\right]\right)
$$

- Deco $\left(\phi,\left(\left[\begin{array}{l}K_{11} \\ K_{12}\end{array}\right],\left[\begin{array}{l}K_{21} \\ K_{22}\end{array}\right]\right)\right):=K_{11} K_{21}-\left(K_{12}+K_{22}\right)$
- Deco $\left(\phi,\left(\left[\begin{array}{l}x_{1}+r_{1} \\ r_{2} x_{1}+r_{3}\end{array}\right],\left[\begin{array}{c}x_{2}+r_{2} \\ r_{1} x_{2}+r_{1} r_{2}-r_{3}\end{array}\right]\right)\right) \rightarrow\left(x_{1}+r_{1}\right)\left(x_{2}+r_{2}\right)-\left(r_{2} x_{1}+r_{3}+r_{1} x_{2}+r_{1} r_{2}-r_{3}\right)$

$$
=x_{1} x_{2}=y=f(x)
$$

- $\operatorname{Simu}\left(y ; \tilde{r}_{1}, \tilde{r}_{2}, \tilde{r}_{3}\right):=\left(\phi,\left(\left[\begin{array}{ll}\tilde{r}_{1} \tilde{r}_{2}-y+\tilde{r}_{3}\end{array}\right],\left[\begin{array}{c}\tilde{r}_{2} \\ -\tilde{r}_{3}\end{array}\right]\right)\right)=: S$
- $\operatorname{Simu}(y) \rightarrow S \approx\left(\phi,\left(\left[\begin{array}{c}x_{1}+r_{1} \\ r_{2} x_{1}+r_{3}\end{array}\right]\left[\begin{array}{c}x_{2}+r_{2} \\ r_{1} x_{2}+r_{1} r_{2}-r_{3}\end{array}\right]\right)\right.$


## Example $3 \quad f(\cdot) \mapsto\left(\left(\hat{f}_{\text {off }}(r), \hat{f}_{\text {on }}(\cdot ; r)\right), \operatorname{Deco}\left(\hat{f}_{\text {off }}(r), \hat{f}_{\text {on }}(x ; r)\right), \operatorname{Simu}(f(x))\right)$

$f(x)=f\left(x_{1}, x_{2}, x_{3}\right):=x_{1} x_{2}+x_{3}=: y$

- $\hat{f}_{\text {off }}(r)=\emptyset, r=\left(r_{1}, r_{2}, r_{3}, r_{4}\right)$
- $\left.\hat{f}_{\text {on }}\left(\begin{array}{lll}1 & 2 & 2\end{array}\right) ; r_{1}, r_{2}, r_{3}, r_{4}\right):=\left(\left[\begin{array}{cc}1+r_{1} \\ r_{2} & 1+r_{3}\end{array}\right],\left[\begin{array}{cc}2+r_{2} \\ r_{1} & 2+r_{1} r_{2}-r_{3}-r_{4}\end{array}\right], \begin{array}{c}3-r_{4}\end{array}\right)$
- Deco $\left(\emptyset,\left(\left[\begin{array}{l}K_{11} \\ K_{12}\end{array}\right],\left[\begin{array}{l}K_{21} \\ K_{22}\end{array}\right], K_{3}\right)\right):=\left(K_{11} K_{21}-\left(K_{12}+K_{22}\right)\right)+K_{3}$
$\cdot \operatorname{Deco}\left(\phi,\left(\left[\begin{array}{c}x_{1}+r_{1} \\ r_{2} x_{1}+r_{3}\end{array}\right],\left[\begin{array}{c}x_{2}+r_{2} \\ r_{1} x_{2}+r_{1} r_{2}-r_{3}-r_{4}\end{array}\right], x_{3}-r_{4}\right)\right) \rightarrow x_{1} x_{2}+x_{3}=y=f(x)$
$\cdot \operatorname{Simu}\left(y ; \tilde{r}_{1}, \tilde{r}_{2}, \tilde{r}_{3}, \tilde{r}_{4}\right):=\left(\emptyset,\left(\left[\begin{array}{c}\tilde{r}_{1} \\ \tilde{r}_{1} \tilde{r}_{2}-y+\tilde{r}_{3}\end{array}\right],\left[\begin{array}{c}\tilde{r}_{2} \\ -\tilde{r}_{3}-\tilde{r}_{4}\end{array}\right],-\tilde{r}_{4}\right)\right)=: S$
$\cdot \operatorname{Simu}(y) \rightarrow S \approx\left(\phi,\left(\left[\begin{array}{c}x_{1}+r_{1} \\ r_{2} x_{1}+r_{3}\end{array}\right],\left[\begin{array}{c}x_{2}+r_{2} \\ r_{1} x_{2}+r_{1} r_{2}-r_{3}-r_{4}\end{array}\right], x_{3}-r_{4}\right)\right)$


DARE (: Decomposable Affine RE) [3]

1. Decomposable:

- Each output-entry $\left(y_{j}\right)$ contains at most one input-entry $\left(x_{i}\right)$
- $y_{1}=r_{1} x_{1}^{2}+r_{2}$

2. Affine:

- Each output-entry $\left(y_{j}\right)$ is affine function of input-entries $\left(x_{1}, \ldots, x_{n}\right)$
- $y_{1}=r_{1} x_{1}+r_{2} x_{2}$

3. Decomposable \& Affine

- $y_{1}=r_{1} x_{1}+r_{2}$
[2] Applebaum, Ishai, Kushilevitz: "How to Garble Arithmetic Circuits", FOCS 2011


## DARE:

Problem at Affinization

$$
\begin{aligned}
& f(x)=f\left(x_{1}, x_{2}, x_{3}, x_{4}\right):=x_{1} x_{2}+x_{3} x_{4} \\
& \quad \cdot \hat{f}_{\text {off }}(r)=\hat{f}_{\text {off }}\left(r_{0}, r_{1}, r_{2}, r_{3}, r_{4}, r_{5}, r_{6}, r_{7}, r_{8}\right):=\left[\begin{array}{l}
r_{0}-r_{4} \\
-r_{0}-r_{8}
\end{array}\right] \quad M
\end{aligned}
$$

$$
\text { - } \hat{f}_{\text {on }}\left(\left(\begin{array}{lll}
1 & 2 & 3,
\end{array}\right) ; r_{0}, r_{1}, r_{2}, r_{3}, r_{4}, r_{5}, r_{6}, r_{7}, r_{8}\right)
$$

$$
:=\left(\left[\begin{array}{cc}
1+r_{1} \\
r_{2} & 1+r_{3}
\end{array}\right],\left[\begin{array}{cc}
2+r_{2} \\
r_{1} & 2+r_{1} r_{2}-r_{3}-r_{4}
\end{array}\right],\left[\begin{array}{cc}
3 & 3+r_{5} \\
r_{6} & 3+r_{7}
\end{array}\right],\left[\begin{array}{cc}
4+r_{6} \\
r_{5} & 4+r_{5} r_{6}-r_{7}-r_{8}
\end{array}\right]\right)
$$

- Exponential blowup (of key size) in "Depth of $\boldsymbol{C}$ ".. (:)





| Motivation (4/4) <br> (1)Sel-to-(2)Sma. Conv. | $\begin{aligned} \text { • } & \mathrm{mpk}_{\mathrm{sel}}=x_{1} \ldots x_{n} \\ & C \mapsto\left(\left(C,\left(K_{1}^{0}, K_{1}^{1}\right), \ldots,\left(K_{n}^{0}, K_{n}^{1}\right)\right), \text { Deco, Simu }\right) \end{aligned}$ <br> - Use PKE $=\left(K G G_{\text {PKE }}, E n c_{\text {PKE }}\right.$, Dec $\left._{\text {PKE }}\right)$ |
| :---: | :---: |
| ```\(\mathrm{FE}_{\text {sma }}=\left(\right.\) Setup \(_{\text {sma }}\), KG \(_{\text {sma }}\), Encr \(_{\text {sma }}\), Decr \(\left._{\text {sma }}\right)\) - \(\operatorname{Setup}_{\text {sma }}\left(1^{\lambda}, 1^{n}\right)\) \(\operatorname{Setup}_{\text {sel }}\left(1^{\lambda}, 1^{n}\right) \rightarrow\left(\mathrm{mpk}_{\text {sel }}, \mathrm{msk}_{\text {sel }}\right)\) \(\operatorname{KG}_{\text {PKE }}\left(1^{\lambda}\right) \rightarrow\) \(\left(\mathrm{pk}_{10}, \mathrm{sk}_{10}\right),\left(\mathrm{pk}_{10}, \mathrm{sk}_{11}\right), \ldots,\left(\mathrm{pk}_{n 0}, \mathrm{sk}_{n 1}\right),\left(\mathrm{pk}_{n 0}, \mathrm{sk}_{n 1}\right)\) \(\mathrm{mpk}_{\mathrm{smd}}:=\left(\mathrm{pk}_{i b}\right)_{i}^{b}\) \(\mathrm{msk}_{\mathrm{smd}}:=\left(\left(\mathrm{sk}_{i b}\right)_{i}^{b}, \mathrm{mpk}_{\left.\mathrm{sel}, \mathrm{msk}_{\mathrm{sel}}\right)}\right)\) Return ( \(\mathrm{mpk}_{\mathrm{smd}}, \mathrm{msk}_{\text {smd }}\) ) - \(\mathrm{KG}_{\text {sma }}\left(\mathrm{mpk}_{\mathrm{smd}}, \mathrm{msk}_{\mathrm{smd}}, f\right)\) \(\mathrm{KG}_{\text {sel }}\left(\mathrm{mpk}_{\text {sel }}, \mathrm{msk}_{\text {sel }}\right) \rightarrow \mathrm{sk}_{\text {sel }, f}\) \(\mathrm{sk}_{\mathrm{sma}, f}:=\left(\left(\mathrm{sk}_{i x_{i}}\right)_{i}, \mathrm{mpk}_{\mathrm{sel}}, \mathrm{sk}_{\mathrm{sel}, f}\right)\) Return (sk \(\mathrm{sma}_{\mathrm{s}, f}\) )``` |  |


| Our observation | 88 ricassax |
| :---: | :---: |
| A comparison of garbling Boolean \& Arithmetic circuits <br> Boolean <br> - Only has to select one of two evaluated keys $\left(\hat{C}, K=\left(K_{1}^{0}, K_{1}^{1}\right), \ldots,\left(K_{n}^{0}, K_{n}^{1}\right)\right)$ <br> - "Selection function" selects one of the two for each place $\mathrm{mpk}_{\text {sel }}=x_{1} \ldots x_{n}, \quad\left(\hat{C}, K_{1}^{x_{1}}, \ldots, K_{1}^{x_{n}}\right)$ <br> Arithmetic <br> - Must evaluate a key-value for any given input in $[ \pm U] \subset \mathbb{Z}$ $\hat{f}(\cdot ; r)=\left(\hat{f}_{\mathrm{off}}(r), \hat{f}_{\mathrm{on}}(\cdot ; r)\right)=(M(r), K(\cdot ; r))$ |  |



- пиасазаки

Problem to be solved..
-Establish a "arithmetic GKW" compiler.

- Hopefully by using "arithmetic garbling" [3][4]
- For what?
- More efficiecy©
[2] Applebaum, Ishai, Kushilevitz: "How to Garble Arithmetic Circuits", FOCS 2011, pp.120-129
[3] Applebaum: "Garbled Circuits as Randomized Encodings of Functions: a Primer" in Tutorials on the
Foundations of Cryptography, pp.1-44, 2017
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