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# Tzitzéica 方程式の有限間隙解に付随した極小曲面の構成理論 

－Tzitzéica 方程式の楕円関数解を出発点としてー

> 宇田川 誠一 (H本大学)

論文［9］では，スペクトル曲線が種数 $2 g$ のある種の超楕円曲線の場合にTzitzéica方程式の有限間隙解を与えて，さらに，5次元球面内の有限型水平的極小曲面の表示式を Baker－Akhiezer 関数で厳密に表した。この際に最も重要かつ大変な作業は スペクトル幽線上の第 2 種の Abel 微分形式を厳密に与えることであった。 $[9]$ では， まず種数 2 の例について，Tzitzéica 方程式の惰円関数解を求めて，それを元に有限間隙解の形を見極めること，そして， 5 次元球面内の有限型水平的極小曲面のはめ込 みの表示式についても楕円関数を用いた表示式から Baker－Akhiezer 関数を用いた表示式に書き直す作業を詳しく見てから，それをスペクトル曲線の種数が $2 g$ の場合に一般化している。その種数 2 の例についての記述をさらに詳しく解説したもの が本稿である。

第1章ではJacobi楕円関数の定義から始めて定義変数を複素数に拡張し， 2 重周期関数としてその周期を具体的に書き表す。さらに，Jacobi楕円関数と Weierstrass 8 －関数との関係式を与える。第 2 章では，解が惰円関数解で与えられる微分方程式の解法を考える。例として，mKdV 方程式の解法とTzitzéica 方程式の解法を扱 う。第3章では，楕円幽線が定める種数1のコンパクトRiemann面上のサイクル の取り方とサイクル上の周期積分を考える。特に，第2種のAbel微分形式の周期積分を訃算する。ただし，$a$－周期は 0 になるように正規化しておく。第 4 章では， Riemann $\theta$ 関数を導入して，Jacobi 楕川関数をRiemann $\theta$ 関数を用いて書き表す。 さらに，Tzitzéica 方程式の楕円関数解を Riemann $\theta$ 関数を用いて書き直す。これ は有限間隙解の形になっていることがわかる。これは，Jacobi $\theta$ 関数 $\theta_{0}$ が満たす微分方程式と同値であることがわかる。この際に出てくる定数項を Weierstrass く関数の値で書き直す。第5章では，Tzitzéica 方程式を可積分条件とする極小曲面の理論の解説を行う。具体的には， $\mathbf{C}^{3}$ 内の 5 次元球面の水平的極小曲面の満たす微分方程式系を導き，その可稓分条件としてTzitzéica 方程式が現れることを見る。ま た，Tzitzéica 方程式の解が Jaccobi 楕円関数解で与えられる場合に微分方程式系 を解いて水平的極小曲面を特殊関数を用いて表示する。また，微分方程式系にパラ メーターを導入して適当な初期条件のもとに楕円関数解に付随するスペクトル曲線 を導く。それは種数2の超楕円曲線 $\mathcal{C}$ になっていて，上記の楕円曲線への 2 重被覆写像を具体的に書く。第 6 章では，$\hat{\mathcal{C}}$ から $\hat{\mathcal{C}}$ の Prym 多様体への Prym－Abel 写像を

定義して，その性質を調べる。第 7 章では，Prym－Abel 写像とRiemann $\theta$ 関数の合成関数のゼロ因子を詳しく調べる。第8～10章では，いよいよ Baker－Akhiezer 関数を導入して，それがSchrödinger 方程式の解になることを示し，最終的に第11章 で，特殊関数で表した 5 次元球面の水平的極小曲面の表示式を Baker－Akhiezer 関数を用いて表す。
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## 1 Jacobi 楕円関数と Weierstrass $\wp$－関数

［1．1］Jacobi 楕円関数
$0<k<1$ に対して

$$
\begin{equation*}
u=\int_{0}^{x} \frac{d t}{\sqrt{\left(1-t^{2}\right)\left(1-k^{2} t^{2}\right)}}=\int_{0}^{\varphi} \frac{d \theta}{\sqrt{1-k^{2} \sin ^{2} \theta}} \tag{1.1}
\end{equation*}
$$

とおく。ここで，$t=\sin \theta, x=\sin \varphi$ とした。これの逆関数を $\varphi=\operatorname{am}(u)$ と書き， amplitude とよぶ。これと $\sin$ 関数との合成関数

$$
\operatorname{sn}(u):=\sin \circ a m(u)=\sin \varphi
$$

をJacobi の sn－関数という。また，

$$
K(k):=\int_{0}^{\frac{\pi}{2}} \frac{d \theta}{\sqrt{1-k^{2} \sin ^{2} \theta}}
$$

を第1種完全楕円積分という。第1種完全楕円積分が現れる物理現象として，単振 り子の周期がある。

「例 ：単振り子の周期」 $T=4 \sqrt{\frac{l}{g}} K(k)$ ，ここで $g$ は重量加速度，$l$ は振り子の長さ を表す。また，$k=\sin \frac{\alpha}{2}$ であり，$\alpha$ は単振り子の最大の振れ角である。尚，$K(k)$ は

$$
K(k)=\frac{\pi}{2}\left\{1+\sum_{n=1}^{\infty} k^{2 n} \frac{((2 n)!)^{2}}{2^{4 n}(n!)^{4}}\right\}
$$

で近似値が訃算できる。
さて，Jacobi のsn－関数の周期を求めるために，

$$
F(\varphi)=\int_{0}^{\varphi} \frac{d \theta}{\sqrt{1-k^{2} \sin ^{2} \theta}}
$$

とおく。このとき，$F(-\varphi)=-F(\varphi)$ であり，また

$$
\begin{aligned}
F(\varphi+\pi) & =\int_{0}^{\varphi+\pi} \frac{d \theta}{\sqrt{1-k^{2} \sin ^{2} \theta}}=\int_{-\pi}^{\varphi} \frac{d \theta}{\sqrt{1-k^{2} \sin ^{2} \theta}} \\
& =\int_{0}^{\varphi} \frac{d \theta}{\sqrt{1-k^{2} \sin ^{2} \theta}}+\int_{-\pi}^{0} \frac{d \theta}{\sqrt{1-k^{2} \sin ^{2} \theta}} \\
& =\int_{0}^{\varphi} \frac{d \theta}{\sqrt{1-k^{2} \sin ^{2} \theta}}+\int_{0}^{\pi} \frac{d \theta}{\sqrt{1-k^{2} \sin ^{2} \theta}} \\
& =F(\varphi)+F(\pi)
\end{aligned}
$$

より，$\varphi=-\frac{\pi}{2}$ ととれば

$$
F(\pi)=2 F\left(\frac{\pi}{2}\right)=2 K(k)
$$

を得る。これより

$$
\operatorname{sn}(u+2 K(k))=\operatorname{sn}(u+F(\pi))=\sin (\varphi+\pi)=-\sin \varphi=-\operatorname{sn}(u)
$$

よって， $\operatorname{sn}(u+4 K(k))=\operatorname{sn}(u)$ より， $\operatorname{sn}$ の周期の 1 つは $4 K(k)$ で与えられる。つ ぎに，Jacobi cn－関数，dn－関数を

$$
\operatorname{cn}(u):=\cos \varphi, \quad \operatorname{dn}(u):=\sqrt{1-k^{2} \sin ^{2} \varphi}
$$

で定める。このときつぎが成り立つことがわかる：

$$
\begin{equation*}
\operatorname{sn}^{2}(u)+\operatorname{cn}^{2}(u)=1, \quad k^{2} \operatorname{sn}^{2}(u)+\operatorname{dn}^{2}(u)=1 . \tag{1.2}
\end{equation*}
$$

## ［1．2］導関数

（1．1）より，$\frac{d u}{d x}=\frac{1}{\sqrt{\left(1-x^{2}\right)\left(1-k^{2} x^{2}\right)}}$ であるから，逆関数の微分公式より $x=$ $\sin \varphi=\operatorname{sn}(u)$ に注意して

$$
\frac{d x}{d u}=\sqrt{\left(1-x^{2}\right)\left(1-k^{2} x^{2}\right)}=\sqrt{\left(1-\operatorname{sn}^{2}(u)\right)\left(1-k^{2} \operatorname{sn}^{2}(u)\right)}=\sqrt{\operatorname{cn}^{2}(u) \operatorname{dn}^{2}(u)}=\operatorname{cn}(u) \operatorname{dn}(u)
$$

を得る。すなわち，つぎを得る：

$$
\frac{d}{d u} \operatorname{sn}(u)=\operatorname{cn}(u) \operatorname{dn}(u) .
$$

また

$$
\frac{d}{d u} \operatorname{cn}(u)=\frac{d}{d u} \cos \varphi=\frac{d \varphi}{d u}(-\sin \varphi)=-\operatorname{sn}(u) \frac{d \varphi}{d u}
$$

であるが，$\frac{d u}{d \varphi}=\frac{1}{\sqrt{1-k^{2} \sin ^{2} \varphi}}=\frac{1}{\operatorname{dn}(u)}$ より $\frac{d \varphi}{d u}=\operatorname{dn}(u)$ であるから

$$
\frac{d}{d u} \operatorname{cn}(u)=-\operatorname{sn}(u) \operatorname{dn}(u)
$$

を得る。同様にして

$$
\frac{d}{d u} \operatorname{dn}(u)=\frac{-k^{2} \operatorname{sn}(u) \frac{d}{d u} \operatorname{sn}(u)}{\sqrt{1-k^{2} \operatorname{sn}^{2}(u)}}=\frac{-k^{2} \operatorname{sn}(u) \operatorname{cn}(u) \operatorname{dn}(u)}{\operatorname{dn}(u)}=-k^{2} \operatorname{sn}(u) \operatorname{cn}(u)
$$

を得る。以上まとめると

$$
\left\{\begin{align*}
\frac{d}{d u} \operatorname{sn}(u) & =\operatorname{cn}(u) \operatorname{dn}(u)  \tag{1.3}\\
\frac{d}{d u} \operatorname{cn}(u) & =-\operatorname{sn}(u) \operatorname{dn}(u) \\
\frac{d}{d u} \operatorname{dn}(u) & =-k^{2} \operatorname{sn}(u) \operatorname{cn}(u), \quad(k: \text { modulus })
\end{align*}\right.
$$

さて，ここで $\frac{d x}{d u}=\sqrt{\left(1-x^{2}\right)\left(1-k^{2} x^{2}\right)}$ を 2 乗して

$$
\begin{equation*}
\left(\frac{d x}{d u}\right)^{2}=\left(1-x^{2}\right)\left(1-k^{2} x^{2}\right) \tag{1.4}
\end{equation*}
$$

を得るが，これは惰円曲線との関連性を示唆する。

## ［1．3］Weierstrass $\wp 0$－関数

定数 $g_{2}, g_{3}$ に刘して，微分方程式

$$
\begin{equation*}
\left(\frac{d x}{d u}\right)^{2}=4 x^{3}-g_{2} x-g_{3} \tag{1.5}
\end{equation*}
$$

の解を $x=\wp 0(u)$ と書いて Weierstrass の $\wp$－関数という。 $4 x^{3}-g_{2} x-g_{3}=4(x-$ $\left.\eta_{1}\right)\left(x-\eta_{2}\right)\left(x-\eta_{3}\right)$ と因数分解するとき，$\eta_{1}+\eta_{2}+\eta_{3}=0$ であり，$\eta_{1}<\eta_{2}<\eta_{3}$ と しておく。 $k^{2}=\frac{\eta_{2}-\eta_{1}}{\eta_{3}-\eta_{1}}(<1)$ とおく。

$$
\begin{equation*}
x=\eta_{1}+\frac{\eta_{3}-\eta_{1}}{z^{2}} \tag{1.6}
\end{equation*}
$$

とおくと，$d x=-\frac{2\left(\eta_{3}-\eta_{1}\right)}{z^{3}} d z$ より

$$
\begin{aligned}
u & =\int \frac{d x}{\sqrt{4 x^{3}-g_{2} x-g_{3}}}=-2\left(\eta_{3}-\eta_{1}\right) \int \frac{d z}{z^{3} \sqrt{4 \frac{\left(\eta_{3}-\eta_{1}\right)}{z^{2}}\left(\eta_{3}-\eta_{1}\right)\left(\frac{1}{z^{2}}-k^{2}\right)\left(\eta_{3}-\eta_{1}\right)\left(\frac{1}{z^{2}}-1\right)}} \\
& =-\frac{1}{\sqrt{\eta_{3}-\eta_{1}}} \int \frac{d z}{\sqrt{\left(1-z^{2}\right)\left(1-k^{2} z^{2}\right)}}
\end{aligned}
$$

従って，つぎを得る：

$$
\frac{d u}{d z}=-\frac{1}{\sqrt{\eta_{3}-\eta_{1}}} \frac{1}{\sqrt{\left(1-z^{2}\right)\left(1-k^{2} z^{2}\right)}} .
$$

これを以下のように変形する：

$$
\left(\frac{1}{\sqrt{\eta_{3}-\eta_{1}}} \frac{d z}{d u}\right)^{2}=\left(1-z^{2}\right)\left(1-k^{2} z^{2}\right)
$$

これより，$z=\operatorname{sn}\left(\sqrt{\eta_{3}-\eta_{1}} u\right)$ がわかる。これと $(1.6)$ および $x=\wp(u)$ より

$$
\begin{equation*}
\wp(u)=\eta_{1}+\frac{\eta_{3}-\eta_{1}}{\operatorname{sn}^{2}\left(\sqrt{\eta_{3}-\eta_{1} u}\right)}, \quad\left(k^{2}=\frac{\eta_{2}-\eta_{1}}{\eta_{3}-\eta_{1}}\right) \tag{1.7}
\end{equation*}
$$

が得られる。

## ［1．4］複素変数に拡張

楕円関数の基本周期，半周期における値はつぎのようになる。

$$
\left\{\begin{array}{l}
\operatorname{sn}(K)=\sin \frac{\pi}{2}=1, \quad \operatorname{sn}(2 K)=0, \quad \operatorname{sn}(0)=0, \quad \operatorname{cn}(0)=1, \quad \operatorname{dn}(0)=1, \\
\operatorname{cn}(K)=0, \quad \operatorname{dn}(K)=\sqrt{1-k^{2}}, \quad \operatorname{cn}(2 K)=-1, \quad \operatorname{dn}(2 K)=1 .
\end{array}\right.
$$

ここで，加法定理

$$
\begin{equation*}
\operatorname{sn}(u+v)=\frac{\operatorname{sn}(u) \operatorname{cn}(v) \operatorname{dn}(v)+\operatorname{sn}(v) \operatorname{cn}(u) \operatorname{dn}(u)}{1-k^{2} \operatorname{sn}^{2}(u) \operatorname{sn}^{2}(v)} \tag{1.8}
\end{equation*}
$$

が成り立つ（［15］を参照）。さて，定義域は $-K \leqq u \leqq K$ から始めて，加法定理より

$$
\operatorname{sn}(u+K)=\frac{\operatorname{cn}(u) \operatorname{dn}(u)}{1-k^{2} \operatorname{sn}^{2}(u)}=\frac{\operatorname{cn}(u)}{\operatorname{dn}(u)}
$$

であるから，これを用いて定義域を $-2 K \leqq u \leqq 2 K$ に拡げる。以下，これを繰り返すことにより定義域を実数全体に挂げる。つぎに

$$
u=\int_{0}^{x} \frac{d t}{\sqrt{\left(1-t^{2}\right)\left(1-k^{2} t^{2}\right)}}=\operatorname{sn}^{-1}(x)=\operatorname{sn}^{-1}(x, k)
$$

において $x=\sqrt{-1} y$ とおくと
$\mathrm{sn}^{-1}(\sqrt{-1} y)=\int_{0}^{\sqrt{-1} y} \frac{d t}{\sqrt{\left(1-t^{2}\right)\left(1-k^{2} t^{2}\right)}}=\sqrt{-1} \int_{0}^{y} \frac{d \eta}{\sqrt{\left(1+\eta^{2}\right)\left(1+k^{2} \eta^{2}\right)}}=: \sqrt{-1} v$ ，
ここで最後から 2 番目の等式では $t=\sqrt{-1} \eta$ という置換積分を行った。実数 $v$ を計算しよう。 $\eta=\tan \psi(y=\tan \varphi)$ とおくと，

$$
d \eta=\frac{d \psi}{\cos ^{2} \psi}=\frac{\sqrt{1+\tan ^{2} \psi}}{\cos \psi} d \psi=\frac{\sqrt{1+\eta^{2}}}{\cos \psi} d \psi
$$

である。また
$1+k^{2} \eta^{2}=1+k^{2} \tan ^{2} \psi=\frac{\cos ^{2} \psi+k^{2} \sin ^{2} \psi}{\cos ^{2} \psi}=\frac{1-\left(1-k^{2}\right) \sin ^{2} \psi}{\cos ^{2} \psi}=\frac{1-\left(k^{\prime}\right)^{2} \sin ^{2} \psi}{\cos ^{2} \psi}$
であるから

$$
v=\int_{0}^{\varphi} \frac{d \psi}{\sqrt{1-\left(k^{\prime}\right)^{2} \sin ^{2} \psi}}=\mathrm{sn}^{-1}\left(\sin \varphi, k^{\prime}\right)
$$

である。従って，

$$
\sin \varphi=\operatorname{sn}\left(v, k^{\prime}\right)
$$

が成り立つ。また $\cos \varphi=\mathrm{cn}\left(v, k^{\prime}\right)$ と定めているから

$$
y=\tan \varphi=\frac{\operatorname{sn}\left(v, k^{\prime}\right)}{\operatorname{cn}\left(v, k^{\prime}\right)}
$$

と表せる。一方 $\mathrm{sn}^{-1}(\sqrt{-1} y)=\sqrt{-1} v$ より $\sqrt{-1} y=\operatorname{sn}(\sqrt{-1} v)$ である。以上まと めると

$$
\begin{equation*}
\operatorname{sn}(\sqrt{-1} v, k)=\sqrt{-1} \frac{\operatorname{sn}\left(v, k^{\prime}\right)}{\operatorname{cn}\left(v, k^{\prime}\right)} \tag{1.9}
\end{equation*}
$$

でなければならない。よって，この関係式により定義域を複素変数に拡張できる。 $k^{\prime}$ に対する第 1 種完全楕円積分を $K^{\prime}(k)$ で表す。すなわち

$$
K^{\prime}(k)=K\left(k^{\prime}\right)=\int_{0}^{\frac{\pi}{2}} \frac{d \psi}{\sqrt{1-\left(k^{\prime}\right)^{2} \sin ^{2} \psi}}
$$

$\mathrm{cn}(\sqrt{-1} v, k)$ については $\operatorname{sn}^{2}(\sqrt{-1} v)+\mathrm{cn}^{2}(\sqrt{-1} v)=1$ が成り立つように定める。

$$
\mathrm{cn}^{2}(\sqrt{-1} v, k)=1-\operatorname{sn}^{2}(\sqrt{-1} v, k)=1+\frac{\mathrm{sn}^{2}\left(v, k^{\prime}\right)}{\mathrm{cn}^{2}\left(v, k^{\prime}\right)}=\frac{1}{\mathrm{cn}^{2}\left(v, k^{\prime}\right)}
$$

これより，符号も込めて

$$
\operatorname{cn}(\sqrt{-1} v, k)=\frac{1}{\operatorname{cn}\left(v, k^{\prime}\right)}
$$

と定める。同様に， $\operatorname{dn}(\sqrt{-1} v, k)$ についても

$$
\begin{aligned}
\operatorname{dn}^{2}(\sqrt{-1} v, k) & =1-k^{2} \operatorname{sn}^{2}(\sqrt{-1} v, k)=1+\frac{k^{2} \operatorname{sn}^{2}\left(v, k^{\prime}\right)}{\operatorname{cn}^{2}\left(v, k^{\prime}\right)} \\
& =\frac{1-\left(1-k^{2}\right) \operatorname{sn}^{2}\left(v, k^{\prime}\right)}{\operatorname{cn}^{2}\left(v, k^{\prime}\right)}=\frac{\operatorname{dn}^{2}\left(v, k^{\prime}\right)}{\mathrm{cn}^{2}\left(v, k^{\prime}\right)}
\end{aligned}
$$

であるから，符号も込めて

$$
\operatorname{dn}(\sqrt{-1} v, k)=\frac{\operatorname{dn}\left(v, k^{\prime}\right)}{\operatorname{cn}\left(v, k^{\prime}\right)}
$$

により定める。このとき

$$
\operatorname{sn}\left(\sqrt{-1} K^{\prime}(k), k\right)=\infty, \quad \operatorname{cn}\left(\sqrt{-1} K^{\prime}(k), k\right)=\infty, \quad \operatorname{dn}\left(\sqrt{-1} K^{\prime}(k), k\right)=\infty
$$

一般の複素変数では，つぎの玑法定理が成り立つとして定める：

$$
\begin{aligned}
\operatorname{sn}(u+\sqrt{-1} v) & =\frac{\operatorname{sn}(u) \operatorname{cn}(\sqrt{-1} v) \operatorname{dn}(\sqrt{-1} v))+\operatorname{sn}(\sqrt{-1} v) \operatorname{cn}(u) \operatorname{dn}(u)}{1-k^{2} \operatorname{sn}^{2}(u) \operatorname{sn}^{2}(\sqrt{-1} v)} \\
& =\frac{\operatorname{sn}(u) \operatorname{dn}\left(v, k^{\prime}\right)+\sqrt{-1} \operatorname{sn}\left(v, k^{\prime}\right) \operatorname{cn}\left(v, k^{\prime}\right) \operatorname{cn}(u) \operatorname{dn}(u)}{\operatorname{cn}^{2}\left(v, k^{\prime}\right)\left(1+k^{2} \operatorname{sn}^{2}(u) \frac{\operatorname{sn}^{2}\left(v, k^{\prime}\right)}{\operatorname{cn}^{2}\left(v, k^{\prime}\right)}\right)} \\
& =\frac{\operatorname{sn}(u) \operatorname{dn}\left(v, k^{\prime}\right)+\sqrt{-1} \operatorname{sn}\left(v, k^{\prime}\right) \operatorname{cn}\left(v, k^{\prime}\right) \operatorname{cn}(u) \operatorname{dn}(u)}{\operatorname{cn}^{2}\left(v, k^{\prime}\right)+k^{2} \operatorname{sn}^{2}(u) \operatorname{sn}^{2}\left(v, k^{\prime}\right)} .
\end{aligned}
$$

いま
$\operatorname{sn}\left(K^{\prime}(k), k^{\prime}\right)=\operatorname{sn}\left(K\left(k^{\prime}\right), k^{\prime}\right)=1, \quad \operatorname{cn}\left(K^{\prime}(k), k^{\prime}\right)=0, \quad \operatorname{dn}\left(K^{\prime}(k), k^{\prime}\right)=\sqrt{1-\left(k^{\prime}\right)^{2}}=k$
に注意すれば

$$
\operatorname{sn}\left(u+\sqrt{-1} K^{\prime}\right)=\frac{\operatorname{sn}(u) \cdot k}{k^{2} \operatorname{sn}^{2}(u)}=\frac{1}{k \operatorname{sn}(u)}
$$

を得る。同様にして

$$
\begin{aligned}
& \operatorname{cn}\left(u+\sqrt{-1} K^{\prime}\right)=-\frac{\sqrt{-1} \operatorname{dn}(u)}{k \operatorname{sn}(u)} \\
& \operatorname{dn}\left(u+\sqrt{-1} K^{\prime}\right)=-\sqrt{-1} \frac{\operatorname{cn}(u)}{\operatorname{sn}(u)}
\end{aligned}
$$

が得られる。これらを繰り返し利用することにより，つぎも得られる：

$$
\begin{aligned}
\operatorname{sn}\left(u+2 \sqrt{-1} K^{\prime}\right) & =\frac{1}{k \operatorname{sn}\left(u+\sqrt{-1} K^{\prime}\right)}=\operatorname{sn}(u), \\
\operatorname{cn}\left(u+2 \sqrt{-1} K^{\prime}\right) & =-\frac{\sqrt{-1} \operatorname{dn}\left(u+\sqrt{-1} K^{\prime}\right)}{k \operatorname{sn}\left(u+\sqrt{-1} K^{\prime}\right)}=-\operatorname{cn}(u), \\
\operatorname{dn}\left(u+2 \sqrt{-1} K^{\prime}\right) & =-\sqrt{-1} \frac{\operatorname{cn}\left(u+\sqrt{-1} K^{\prime}\right)}{\operatorname{sn}\left(u+\sqrt{-1} K^{\prime}\right)}=-\operatorname{dn}(u) .
\end{aligned}
$$

とくに，これらと（1．7）からつぎのことがわかる；

$$
\begin{cases}\operatorname{sn}(u) & \text { は, } 2 \text { 重周期 } 4 K, 2 \sqrt{-1} K^{\prime} \text { をもつ, }  \tag{1.10}\\ \operatorname{sn}^{2}(u) & \text { は, } 2 \text { 重周期 } 2 K, 2 \sqrt{-1} K^{\prime} \text { をもつ, } \\ \wp(u) & \text { は, } 2 \text { 重周期 } \frac{2 K}{\sqrt{\eta_{3}-\eta_{1}}}, \frac{2 \sqrt{-1} K^{\prime}}{\sqrt{\eta_{3}-\eta_{1}}} \text { をもつ. }\end{cases}
$$

ここで，$\wp(u)$ の半周期を

$$
\omega_{1}=\frac{\sqrt{-1} K^{\prime}}{\sqrt{\eta_{3}-\eta_{1}}}, \quad \omega_{3}=\frac{K}{\sqrt{\eta_{3}-\eta_{1}}}
$$

とおく。もちろん，$\wp\left(u+2 \omega_{1}\right)=\wp\left(u+2 \omega_{3}\right)=\wp(u)$ である。また，Weierstrass $\wp-$関数は微分方程式

$$
\left(\wp^{\prime}(u)\right)^{2}=4\left(\wp(u)-\eta_{1}\right)\left(\wp(u)-\eta_{2}\right)\left(\wp(u)-\eta_{3}\right)
$$

を満たしている。いま $\omega_{2}:=-\omega_{1}-\omega_{3}$ とおくと

$$
\omega_{2}=-\frac{K+\sqrt{-1} K^{\prime}}{\sqrt{\eta_{3}-\eta_{1}}}
$$

である。（1．7）と $\operatorname{sn}(K(k), k)=1, \operatorname{sn}\left(\sqrt{-1} K^{\prime}(k), k\right)=\infty$ より $\wp\left(\omega_{1}\right)=\eta_{1}, \wp\left(\omega_{3}\right)=$ $\eta_{3}$ となっていることがわかる。さらに

$$
\wp\left(\omega_{2}\right)=\eta_{1}+\frac{\eta_{3}-\eta_{1}}{\operatorname{sn}^{2}\left(K+\sqrt{-1} K^{\prime}, k\right)}=\eta_{1}+\left(\eta_{3}-\eta_{1}\right) \frac{\eta_{2}-\eta_{1}}{\eta_{3}-\eta_{1}}=\eta_{2}
$$

も得られる。そして $\wp(u)$ が上記の微分方程式をみたすことからつぎのことがわ かる：

$$
\left\{\begin{array}{l}
\wp_{0}\left(\omega_{j}\right)=\eta_{j},  \tag{1.11}\\
\wp^{\prime}\left(\omega_{j}\right)=0, \quad(j=1,2,3) .
\end{array}\right.
$$

最後に，$L=\left\{2 m_{1} \omega_{1}+2 m_{3} \omega_{3} \mid m_{1}, m_{3} \in \mathbf{Z}\right\}$ とするとき

$$
\wp(u)=\frac{1}{u^{2}}+\sum_{\hat{\omega} \in L \backslash\{0\}}\left(\frac{1}{(u-\hat{\omega})^{2}}-\frac{1}{\hat{\omega}^{2}}\right)
$$

と表せることを記しておく（［17］を参照）。

## 2 楕円関数解をもつ微分方程式

$(*) \quad \ldots \quad\left\{\begin{aligned}\left(\frac{d Y}{d x}\right)^{2} & =A\left(Y-\zeta_{1}\right)\left(Y-\zeta_{2}\right)\left(Y-\zeta_{3}\right), \\ & \left(\zeta_{1}<\zeta_{2}<\zeta_{3} ; A, \zeta_{1}, \zeta_{2}, \zeta_{3} \text { は定数 }\right)\end{aligned}\right.$
［2．1］$A<0$ の場合
$p^{2}=\frac{\zeta_{3}-\zeta_{2}}{\zeta_{3}-\zeta_{1}}$ とおく。 $1-p^{2}=\frac{\zeta_{2}-\zeta_{1}}{\zeta_{3}-\zeta_{1}}$ に注意しよう。

$$
\left\{\begin{aligned}
Y & =\zeta_{3}-\left(\zeta_{3}-\zeta_{2}\right) X^{2}(\widetilde{x}) \\
\widetilde{x} & =\frac{1}{2} \sqrt{-A\left(\zeta_{3}-\zeta_{1}\right)} x
\end{aligned}\right.
$$

とおく。微分すると

$$
\frac{d Y}{d x}=-2\left(\zeta_{3}-\zeta_{2}\right) X(\widetilde{x}) \frac{d X}{d x}=-2\left(\zeta_{3}-\zeta_{2}\right) X(\widetilde{x}) \frac{d X}{d \widetilde{x}} \frac{1}{2} \sqrt{-A\left(\zeta_{3}-\zeta_{1}\right)}
$$

であるから，これを $(*)$ に代入すると
$-A\left(\zeta_{3}-\zeta_{1}\right)\left(\zeta_{3}-\zeta_{2}\right)^{2} X^{2}\left(\frac{d X}{d \widetilde{x}}\right)^{2}=A\left(\zeta_{3}-\zeta_{1}\right)\left(1-p^{2} X^{2}\right)\left(\zeta_{3}-\zeta_{2}\right)\left(1-X^{2}\right)\left(-\left(\zeta_{3}-\zeta_{2}\right) X^{2}\right)$
より

$$
\left(\frac{d X}{d \widetilde{x}}\right)^{2}=\left(1-X^{2}\right)\left(1-p^{2} X^{2}\right)
$$

を得る。この解はJacobiのsn－関数で表せる：

$$
X(\widetilde{x})=\operatorname{sn}(\widetilde{x}, p)=\operatorname{sn}\left(\frac{1}{2} \sqrt{-A\left(\zeta_{3}-\zeta_{1}\right)} x, p\right)
$$

以上より，$(*)$ の解はつぎで与えられる：

$$
\begin{equation*}
\left.Y=\zeta_{3}-\zeta_{3}-\zeta_{2}\right) \operatorname{sn}^{2}\left(\frac{1}{2} \sqrt{-A\left(\zeta_{3}-\zeta_{1}\right)} x, p\right), \quad\left(p^{2}=\frac{\zeta_{3}-\zeta_{2}}{\zeta_{3}-\zeta_{1}}\right) \tag{2.1}
\end{equation*}
$$

## ［2．2］$A>0$ の場合

$\hat{p}^{2}=\frac{\zeta_{2}-\zeta_{1}}{\zeta_{3}-\zeta_{1}}$ とおくと，$\hat{p}^{2}=1-p^{2}=\left(p^{\prime}\right)^{2}$ であるから，$\hat{p}=p^{\prime}$ としてよい。

$$
\left\{\begin{array}{l}
Y=\zeta_{1}+\frac{\zeta_{3}-\zeta_{1}}{X^{2}(\widetilde{x})} \\
\widetilde{x}=\frac{1}{2} \sqrt{A\left(\zeta_{3}-\zeta_{1}\right)} x
\end{array}\right.
$$

とおく。微分すると

$$
\frac{d Y}{d x}=-\frac{2\left(\zeta_{3}-\zeta_{1}\right)}{X^{3}(\widetilde{x})} \frac{d X}{d \widetilde{x}} \frac{1}{2} \sqrt{A\left(\zeta_{3}-\zeta_{1}\right)}
$$

これを $(*)$ に代入して
$\left(\zeta_{3}-\zeta_{1}\right)^{2} A\left(\zeta_{3}-\zeta_{1}\right) \frac{1}{X^{6}}\left(\frac{d X}{d \widetilde{x}}\right)^{2}=A \frac{\left(\zeta_{3}-\zeta_{1}\right)}{X^{2}}\left(\zeta_{3}-\zeta_{1}\right)\left(\frac{1}{X^{2}}-\left(p^{\prime}\right)^{2}\right)\left(\zeta_{3}-\zeta_{1}\right)\left(\frac{1}{X^{2}}-1\right)$
より

$$
\left(\frac{d X}{d \widetilde{x}}\right)^{2}=\left(1-X^{2}\right)\left(1-\left(p^{\prime}\right)^{2} X^{2}\right)
$$

を得る。従って，$X(\widetilde{x})=\operatorname{sn}\left(\widetilde{x}, p^{\prime}\right)$ であるから，$(*)$ の解はつぎで与えられる：

$$
\begin{equation*}
Y=\zeta_{1}+\frac{\zeta_{3}-\zeta_{1}}{\operatorname{sn}^{2}\left(\frac{1}{2} \sqrt{A\left(\zeta_{3}-\zeta_{1}\right)} x, p^{\prime}\right)} \tag{2.2}
\end{equation*}
$$

$\zeta_{1}+\zeta_{2}+\zeta_{3}=a$ とおくと，$\eta_{j}=\zeta_{j}-\frac{a}{3},(j=1,2,3)$ とすれば，$\eta_{1}+\eta_{2}+\eta_{3}=0$ で あり，

$$
k^{2}=\frac{\eta_{2}-\eta_{1}}{\eta_{3}-\eta_{1}}=\frac{\zeta_{2}-\zeta_{1}}{\zeta_{3}-\zeta_{1}}=1-p^{2}=\left(p^{\prime}\right)^{2}
$$

であるから，$p^{\prime}=k$ である。よって，（2．2）と（1．7）より

$$
Y=\eta_{1}+\frac{a}{3}+\frac{\eta_{3}-\eta_{1}}{\operatorname{sn}^{2}\left(\frac{1}{2} \sqrt{A\left(\eta_{3}-\eta_{1}\right)} x, k\right)}=\wp\left(\frac{\sqrt{A}}{2} x\right)+\frac{a}{3}
$$

となり，Weierstrss $\wp$－関数で表せる。

## ［2．3］例

例1 $A<0$ の場合：楕円型 Tzitzéica 方程式
$z=x+\sqrt{-1} y$ と表すとき，

$$
\partial_{z}=\frac{1}{2}\left(\partial_{x}-\sqrt{-1} \partial_{y}\right), \quad \partial_{\bar{z}}=\frac{1}{2}\left(\partial_{x}+\sqrt{-1} \partial_{y}\right)
$$

である。Tzitzéica 方程式は

$$
\begin{equation*}
\partial_{\bar{z}} \partial_{z} u=e^{-2 u}-e^{u} \tag{2.3}
\end{equation*}
$$

という形の 2 階の非線形偏微分方程式である。この方程式が可稹分条件として現 れる曲面の幾何学については 55 を参照のこと。（2．3）の楕円関数による解を求め るために，$u$ は $x$ のみに依存する関数，すなわち，$u=u(x)$ であると仮定する。 $u_{x}=\partial_{x} u, u_{x x}=\partial_{x} \partial_{x} u$ という記号を用いることにする。このとき，（2．3）は

$$
\frac{1}{4} u_{x x}=e^{-2 u}-e^{u}
$$

となる。両辺に $u_{x}$ をかけて 1 回積分すると

$$
\frac{1}{8}\left(u_{x}\right)^{2}=-\frac{1}{2} e^{-2 u}-e^{u}+a, \quad(a \text { は積分定数 })
$$

を得る。 $Y(x)=e^{u(x)}$ とおくと，

$$
\begin{equation*}
\left(\frac{d Y}{d x}\right)^{2}=\left(e^{u} u_{x}\right)^{2}=8 e^{2 u}\left(-\frac{1}{2} e^{-2 u}-e^{u}+a\right)=-8 Y^{3}+8 a Y^{2}-4 \tag{2.4}
\end{equation*}
$$

を得る。これを

$$
\text { 初期条件 } \begin{cases}e^{u(0)} & =\frac{\alpha}{2}, \\ u_{x}(0) & =0\end{cases}
$$

のもとで解く。ここで $\alpha$ は $\alpha \geqq 2$ なる定数である。上の微分方程式に初期条件を代入すると

$$
\begin{equation*}
a=\frac{\alpha}{2}+\frac{1}{2}\left(\frac{\alpha}{2}\right)^{-2}=\frac{\alpha^{3}+4}{2 \alpha^{2}} \tag{2.5}
\end{equation*}
$$

が成り立っている。ここで，$Y=\frac{\alpha}{2}$ は 3 次方程式 $Y^{3}-a Y^{2}+\frac{1}{2}=0$ の 1 つの解 である。残りの解は $Y^{2}-\frac{2}{\alpha^{2}} Y-\frac{1}{\alpha}=0$ の解であるから， 3 次方程式の 3 つの解を $\zeta_{1}, \zeta_{2}, \zeta_{3}$ とするとき，

$$
\zeta_{1}=\frac{1-\sqrt{\alpha^{3}+1}}{\alpha^{2}}, \quad \zeta_{2}=\frac{1+\sqrt{\alpha^{3}+1}}{\alpha^{2}}, \quad \zeta_{3}=\frac{\alpha}{2} .
$$

$\alpha>2$ のときは，$\zeta_{1}<\zeta_{2}<\zeta_{3}$ である。 $(2.4)$ は $(*)$ において $A=-8$ の場合である から，$\widetilde{x}=\frac{1}{2} \sqrt{-(-8)\left(\zeta_{3}-\zeta_{1}\right)}=\sqrt{2} \sqrt{\zeta_{3}-\zeta_{1}} x$ である。よって，（2．1）より

$$
\left\{\begin{array}{l}
e^{u(x)}=\zeta_{3}-\left(\zeta_{3}-\zeta_{2}\right) \operatorname{sn}^{2}\left(\sqrt{2} \sqrt{\zeta_{3}-\zeta_{1}} x, p\right), \quad\left(p^{2}=\frac{\zeta_{3}-\zeta_{2}}{\zeta_{3}-\zeta_{1}}\right),  \tag{2.6}\\
\text { 半周期 } \quad \omega_{0}=\frac{K(p)}{\sqrt{2} \sqrt{\zeta_{3}-\zeta_{1}}}, \quad \omega_{0}^{\prime}=\frac{\sqrt{-1} K^{\prime}(p)}{\sqrt{2} \sqrt{\zeta_{3}-\zeta_{1}}} .
\end{array}\right.
$$

ここで $\operatorname{sn}\left(u+\sqrt{-1} K^{\prime}(p), p\right)=(p \operatorname{sn}(u, p))^{-1}$ という性質と $\eta_{j}=\zeta_{j}-\frac{a}{3},(j=1,2,3)$ を使うと

$$
\begin{aligned}
Y\left(x+\omega_{0}^{\prime}\right) & =\zeta_{3}-\left(\zeta_{3}-\zeta_{2}\right) \operatorname{sn}^{2}\left(\sqrt{2} \sqrt{\zeta_{3}-\zeta_{1}} x+\sqrt{-1} K^{\prime}(p), p\right) \\
& =\zeta_{3}-\left(\zeta_{3}-\zeta_{2}\right)\left(\frac{\zeta_{3}-\zeta_{1}}{\zeta_{3}-\zeta_{2}}\right) \frac{1}{\operatorname{sn}^{2}\left(\sqrt{2} \sqrt{\zeta_{3}-\zeta_{1}} x, p\right)} \\
& =\eta_{3}+\frac{a}{3}-\frac{\eta_{3}-\eta_{1}}{\operatorname{sn}^{2}\left(\sqrt{2} \sqrt{\eta_{3}-\eta_{1}} x, p\right)}=\wp(\sqrt{2} \sqrt{-1} x)+\frac{a}{3},
\end{aligned}
$$

であるが，最後の等式は，$k^{2}=\frac{\eta_{2}-\eta_{1}}{\eta_{3}-\eta_{1}},\left(k^{\prime}\right)^{2}=1-k^{2}=p^{2}, \operatorname{sn}(\sqrt{-1} v, k)=$ $\sqrt{-1} \frac{\mathrm{sn}(v, p)}{\operatorname{cn}(v, p)}$ を用いて計算すると

$$
\begin{aligned}
\wp(\sqrt{2} \sqrt{-1} x) & =\eta_{1}+\frac{\eta_{3}-\eta_{1}}{\operatorname{sn}^{2}\left(\sqrt{-1} \sqrt{2} \sqrt{\eta_{3}-\eta_{1}} x, k\right)} \\
& =\eta_{1}-\frac{\left(\eta_{3}-\eta_{1}\right) \mathrm{cn}^{2}\left(\sqrt{2} \sqrt{\eta_{3}-\eta_{1}} x, p\right)}{\operatorname{sn}^{2}\left(\sqrt{2} \sqrt{\eta_{3}-\eta_{1}} x, p\right)} \\
& =\frac{\eta_{1} \operatorname{sn}^{2}\left(\sqrt{2} \sqrt{\eta_{3}-\eta_{1}} x, p\right)-\left(\eta_{3}-\eta_{1}\right)\left(1-\operatorname{sn}^{2}\left(\sqrt{2} \sqrt{\eta_{3}-\eta_{1}} x, p\right)\right)}{\operatorname{sn}^{2}\left(\sqrt{2} \sqrt{\eta_{3}-\eta_{1}} x, p\right)} \\
& =\eta_{3}-\frac{\eta_{3}-\eta_{1}}{\operatorname{sn}^{2}\left(\sqrt{2} \sqrt{\eta_{3}-\eta_{1}} x, p\right)}
\end{aligned}
$$

となることから成り立つことがわかる。以上より，つぎがわかった：

$$
\begin{equation*}
Y\left(x+\omega_{0}^{\prime}\right)=\wp(\sqrt{2} \sqrt{-1} x)+\frac{a}{3} . \tag{2.7}
\end{equation*}
$$

## 例2（ $A<0$ の場合） mKdV 方程式

$x, t$ の 2 変数関数 $\mathcal{K}=\mathcal{K}(x, t)$ がつぎの 3 階の非線形偏微分方程式を満たしてい る場合を考える。

$$
\begin{equation*}
\mathcal{K}_{x x x}+\frac{3}{2} \mathcal{K}^{2} \mathcal{K}_{x}-\mathcal{K}_{t}=0 \tag{2.8}
\end{equation*}
$$

これを modified KdV 方程式とよぶ。変数変換として

$$
\left\{\begin{array} { l } 
{ u = x - c t , } \\
{ v = x + c t , }
\end{array} \quad \left\{\begin{array}{l}
\partial_{x}=\partial_{u}+\partial_{v} \\
\partial_{t}=-c \partial_{u}+c \partial_{v}
\end{array}\right.\right.
$$

を導入する。ここでつぎの仮定をする：
仮定： $\mathcal{K}=\mathcal{K}(u)$ ．
このとき，

$$
\mathcal{K}_{x}=\mathcal{K}_{u}, \quad \mathcal{K}_{x x x}=\mathcal{K}_{u u u}, \quad \mathcal{K}_{t}=-c \mathcal{K}_{u}
$$

であり，（2．8）は

$$
\mathcal{K}_{u u u}+\frac{3}{2} \mathcal{K}^{2} \mathcal{K}_{u}+c \mathcal{K}_{u}=0
$$

となる。1回積分して

$$
\mathcal{K}_{u u}+\frac{1}{2} \mathcal{K}^{3}+c \mathcal{K}=\text { constant }=: a
$$

を得る。 $\mathcal{K}_{u}$ をかけて積分すれば

$$
\frac{1}{2}\left(\mathcal{K}_{u}\right)^{2}+\frac{1}{8} \mathcal{K}^{4}+\frac{c}{2} \mathcal{K}^{2}-a \mathcal{K}=\text { constant }=: b
$$

を得る。以上より，つぎがわかった：

$$
\begin{equation*}
\left(\mathcal{K}_{u}\right)^{2}=-\frac{1}{4}\left(\mathcal{K}^{4}+4 c \mathcal{K}^{2}-8 a \mathcal{K}-8 b\right) . \tag{2.9}
\end{equation*}
$$

これを

$$
\text { 初期条件 } \quad \begin{cases}\mathcal{K}_{u}(0) & =0,  \tag{2.10}\\ \mathcal{K}(0) & =\alpha .\end{cases}
$$

のもとで解こう。（2．9）で $u=0$ として（2．10）を用いると $\alpha^{4}+4 c \alpha^{2}-8 a \alpha-8 b=0$ を得るので，定数 $b$ はこれを満たすように選ぶこととする。つぎに，

$$
\begin{equation*}
\mathcal{K}=\frac{1}{z}+\alpha, \quad \mathcal{K}_{u}=-\frac{y}{z^{2}} \tag{2.11}
\end{equation*}
$$

とおく。（2．9）に代入して整理すると

$$
y^{2}=-\left(\alpha^{3}+2 c \alpha-2 a\right) z^{3}-\left(\frac{3}{2} \alpha^{2}+c\right) z^{2}-\alpha z-\frac{1}{4}
$$

を得るので，

$$
\left\{\begin{array}{l}
A=-\left(\alpha^{3}+2 c \alpha-2 \alpha\right)  \tag{2.12}\\
B=-\left(\frac{3}{2} \alpha^{2}+c\right)
\end{array}\right.
$$

とおくと $y^{2}=A z^{3}+B z^{2}-\alpha z-\frac{1}{4}$ である。いま， $\mathcal{K}_{u}=-\frac{z_{u}}{z^{2}}$ より $\left(\mathcal{K}_{u}\right)^{2}=\frac{\left(z_{u}\right)^{2}}{z^{4}}$,従って，

$$
y^{2}=\left(z_{u}\right)^{2}
$$

である。 $z=w-\frac{B}{3 A}$ と変換すると，$\left(w_{u}\right)^{2}=\left(z_{u}\right)^{2}=y^{2}$ であるから，

$$
\left(w_{u}\right)^{2}=y^{2}=A w^{3}-\left(\frac{B^{2}}{3 A}+\alpha\right) w+\frac{2 B^{3}}{27 A^{2}}+\frac{B}{3 A} \alpha-\frac{1}{4}
$$

と書けるので，これを $y^{2}=A\left(w-\eta_{1}\right)\left(w-\eta_{2}\right)\left(w-\eta_{3}\right),\left(\eta_{1}+\eta_{2}+\eta_{3}=0, \eta_{1}<\eta_{2}<\eta_{3}\right)$ と分解する。

解 $(A<0$ の場合）

$$
w=\eta_{3}-\left(\eta_{3}-\eta_{2}\right) \operatorname{sn}^{2}\left(\frac{1}{2} \sqrt{-A\left(\eta_{3}-\eta_{1}\right)} u+\delta, p\right), \delta=\sqrt{-1} K^{\prime}(p), p^{2}=\frac{\eta_{3}-\eta_{2}}{\eta_{3}-\eta_{1}}
$$

ととれば初期条件を満たす。解は

$$
\left\{\begin{align*}
z & =\eta_{3}-\frac{B}{3 A}-\frac{\eta_{3}-\eta_{1}}{\operatorname{sn}^{2}\left(\frac{1}{2} \sqrt{-A\left(\eta_{3}-\eta_{1}\right)} u, p\right)}  \tag{2.13}\\
\mathcal{K} & =\frac{1}{z}+\alpha
\end{align*}\right.
$$

で与えられる。
解（ $A>0$ の場合）
（2．2）で $a=0$ の場合を考えればよいから，
$(2.14)\left\{\begin{array}{l}z=\eta_{1}-\frac{B}{3 A}+\frac{\eta_{3}-\eta_{1}}{\operatorname{sn}^{2}\left(\frac{1}{2} \sqrt{A\left(\eta_{3}-\eta_{1}\right)} u, k\right)}, \quad\left(k^{2}=\frac{\eta_{2}-\eta_{1}}{\eta_{3}-\eta_{1}}\right), \\ \mathcal{K}=\frac{1}{z}+\alpha\end{array}\right.$
で与えられる。

## 3 楕円曲線上のサイクルと周期積分

標準理論から始める。楕円曲線 $\mathcal{C}: B^{2}=4\left(\eta-\eta_{1}\right)\left(\eta-\eta_{2}\right)\left(\eta-\eta_{3}\right)$ と種数 1 のコ ンパクト・リーマン面を対応させる。ここで，

$$
\eta_{1}+\eta_{2}+\eta_{3}=0, \quad \eta_{1}<\eta_{2}<\eta_{3}, \quad k^{2}=\frac{\eta_{3}-\eta_{2}}{\eta_{3}-\eta_{1}}
$$

とする。 $B=\wp^{\prime}(z), \eta=\wp(z)$ によりパラメーターを入れることができる。このとき，

$$
\frac{d \eta}{B}=\frac{d \wp}{\wp^{\prime}(z)}=d z
$$

に注意して， $\mathcal{C}$ のサイクル（cycle）$\left\{a_{1}, b_{1}\right\}$ を

$$
\left\{\begin{array}{l}
\int_{a_{1}} \frac{d \eta}{B}=2 \omega_{1}=: 2 \omega(k)  \tag{3.1}\\
\int_{b_{1}} \frac{d \eta}{B}=2 \omega_{3}=: 2 \omega^{\prime}(k)
\end{array}\right.
$$

を満たすように選ぶ。さらに，

$$
\begin{equation*}
w_{1}=\frac{\pi \sqrt{-1}}{\omega(k)} \frac{d \eta}{B} \tag{3.2}
\end{equation*}
$$

とおくと， $\int_{a_{1}} w_{1}=2 \pi \sqrt{-1}, \int_{b_{1}} w_{1}=2 \pi \sqrt{-1} \frac{\omega^{\prime}(k)}{\omega(k)}=: \Pi(k)$ を満たす。このとき得ら れる $(2 \pi \sqrt{-1} \Pi(k))$ を $\mathcal{C}$ の Riemann 周期行列という。

ここで，［2．3］の例 1 で $\widetilde{B}=\frac{d Y}{d x}, \zeta=Y$ とおいて，楕円曲線

$$
\mathcal{C}^{0}: \widetilde{B}^{2}=-8\left(\zeta-\zeta_{1}\right)\left(\zeta-\zeta_{2}\right)\left(\zeta-\zeta_{3}\right)
$$

を考える。上記の楕円曲線 $\mathcal{C}$ において

$$
\left\{\begin{align*}
\widetilde{B} & =\sqrt{2} \sqrt{-1} B  \tag{3.3}\\
\zeta & =\eta+\frac{a}{3}
\end{align*}\right.
$$

とおけば，これは $\mathcal{C}$ と $\mathcal{C}^{0}$ の間の双有理同型写像を与える。 $\mathcal{C}^{0}$ のサイクル $\left\{a_{1}^{0}, b_{1}^{0}\right\}$ を $a_{1}^{0}=b_{1}, b_{1}^{0}=-a_{1}$ で定める。すると，このとき

$$
\left\{\begin{array}{l}
\int_{a_{1}^{0}} \frac{d \zeta}{\widetilde{B}}=\int_{b_{1}} \frac{d \eta}{\sqrt{2} \sqrt{-1} B}=\frac{2 \omega^{\prime}(k)}{\sqrt{2} \sqrt{-1}}=2 \omega_{0}  \tag{3.4}\\
\int_{b_{1}^{0}} \frac{d \zeta}{\widetilde{B}}=-\int_{a_{1}} \frac{d \eta}{\sqrt{2} \sqrt{-1} B}=-\frac{2 \omega(k)}{\sqrt{2} \sqrt{-1}}=2 \omega_{0}^{\prime}
\end{array}\right.
$$

$\because$ 最後の等式だけ確認すればよい。

$$
\begin{aligned}
& \omega^{\prime}(k)=\omega_{1}=\frac{\sqrt{-1} K^{\prime}(k)}{\sqrt{\eta_{3}-\eta_{1}}}=\frac{\sqrt{-1} K(p)}{\sqrt{\zeta_{3}-\zeta_{1}}}=\sqrt{2} \sqrt{-1} \omega_{0} \\
& \omega(k)=\omega_{3}=\frac{K(k)}{\sqrt{\eta_{3}-\eta_{1}}}=\frac{K^{\prime}(p)}{\sqrt{\zeta_{3}-\zeta_{1}}}=-\sqrt{2} \sqrt{-1} \omega_{0}^{\prime} .
\end{aligned}
$$

以上を踏まえて，

$$
\begin{equation*}
w_{1}^{0}=\frac{\pi \sqrt{-1}}{\omega_{0}} \frac{d \zeta}{\widetilde{B}} \tag{3.5}
\end{equation*}
$$

と定めれば， $\int_{a_{1}^{0}} w_{1}^{0}=2 \pi \sqrt{-1}, \int_{b_{1}^{0}} w_{1}^{0}=2 \pi \sqrt{-1} \frac{\omega_{0}^{\prime}}{\omega_{0}}=: \Pi(p)$ となる。従って， $\mathcal{C}^{0}$ の Riemann 周期行列は $(2 \pi \sqrt{-1} \Pi(p))$ である。

「Weierstrass $\zeta$－関数」 $L=\left\{2 m_{1} \omega(k)+2 m_{2} \omega^{\prime}(k) \mid m_{1}, m_{2} \in \mathbf{Z}\right\}$ とおく。

$$
\begin{equation*}
\zeta_{w}(z)=\frac{1}{z}+\sum_{\hat{\omega} \in L \backslash\{0\}}\left(\frac{1}{z-\hat{\omega}}+\frac{1}{\hat{\omega}}+\frac{z}{\hat{\omega}^{2}}\right) \tag{3.6}
\end{equation*}
$$

をWeierstrass く－関数という。 $z=0$ で位数 1 の極をもつ $\mathbf{C}$ 上の有理型関数（mero－ morphic function）であるが，楕円関数ではない。（位数1の楕円関数は存在しない。）

簡単のため，$\omega=\omega(k), \omega^{\prime}=\omega^{\prime}(k)$ とおく。以下の事実が成り立つ：

$$
\left\{\begin{align*}
\zeta_{w}^{\prime}(z) & =-\wp(z),  \tag{3.7}\\
\zeta_{w}(z+2 \omega) & =\zeta_{w}(z)+2 \zeta_{w}(\omega), \\
\zeta_{w}\left(z+2 \omega^{\prime}\right) & =\zeta_{w}(z)+2 \zeta_{w}\left(\omega^{\prime}\right), \\
\zeta_{w}\left(\omega+\omega^{\prime}\right) & =\zeta_{w}(\omega)+\zeta_{w}\left(\omega^{\prime}\right), \\
\zeta_{w}(\omega) \omega^{\prime}-\zeta_{w}\left(\omega^{\prime}\right) \omega & =\frac{\pi \sqrt{-1}}{2} \quad \text { (Legendre's relation) }
\end{align*}\right.
$$

$\because$ 第1式はWeierstrass $\wp$－関数が

$$
\wp(z)=\frac{1}{z^{2}}+\sum_{\hat{\omega} \in L \backslash\{0\}}\left(\frac{1}{(z-\hat{\omega})^{2}}-\frac{1}{\hat{\omega}^{2}}\right)
$$

と表せることからわかる。第 2 ，第 3 式は，第 1 式と $2 \omega$ と $2 \omega^{\prime}$ が $\wp(z)$ の周期であ ることを用いて

$$
\begin{aligned}
& \left(\zeta_{w}(z+2 \omega)-\zeta_{w}(z)\right)^{\prime}=-\wp(z+2 \omega)+\wp(z)=0 \\
& \left(\zeta_{w}\left(z+2 \omega^{\prime}\right)-\zeta_{w}(z)\right)^{\prime}=-\wp\left(z+2 \omega^{\prime}\right)+\wp(z)=0
\end{aligned}
$$

より

$$
\left.\begin{array}{l}
\zeta_{w}(z+2 \omega)-\zeta_{w}(z)=A  \tag{3.8}\\
\zeta_{w}\left(z+2 \omega^{\prime}\right)-\zeta_{w}(z)=B
\end{array}\right\}
$$

とおける。ここで，$\zeta_{w}(-z)=-\zeta_{w}(z)$ であることに注意しよう。これは無限和が $\hat{\omega} \rightarrow-\hat{\omega}$ としても不変であることを用いて示すことができる。（3．8）で $z=-\omega$ と すれば，$\zeta_{w}(-\omega)=-\zeta_{w}(\omega)$ より $A=2 \zeta_{w}(\omega)$ を得る。同様にして，（3．8）で $z=-\omega^{\prime}$ とすれば $B=2 \zeta_{w}\left(\omega^{\prime}\right)$ を得る。第 4 式は，第 2 式において $z=-\omega+\omega^{\prime}$ ，第 3 式にお いて $z=-\omega^{\prime}+\omega$ とすれば

$$
\begin{aligned}
& \zeta_{w}\left(\omega+\omega^{\prime}\right)=\zeta_{w}\left(-\omega+\omega^{\prime}\right)+2 \zeta_{w}(\omega) \\
& \zeta_{w}\left(\omega+\omega^{\prime}\right)=\zeta_{w}\left(-\omega^{\prime}+\omega\right)+2 \zeta_{w}\left(\omega^{\prime}\right)
\end{aligned}
$$

であるが，辺々加えて 2 で割れば第 4 式を得る。第 5 式については，基本周期平行四辺形 $\Gamma$ をその内部に $\zeta_{w}(z)$ の極が1つだけあるように選ぶ。まず，留数定理より
$\int_{\Gamma} \zeta_{w}(z) d z=2 \pi \sqrt{-1}$ である。一方で，

$$
\begin{aligned}
& \int_{\Gamma} \zeta_{w}(z) d z \\
& =\int_{z_{0}}^{z_{0}+2 \omega} \zeta_{w}(z) d z+\int_{z_{0}}^{z_{0}+2 \omega^{\prime}} \zeta_{w}(z+2 \omega) d z+\int_{z_{0}+2 \omega}^{z_{0}} \zeta_{w}\left(z+2 \omega^{\prime}\right) d z+\int_{z_{0}+2 \omega^{\prime}}^{z_{0}} \zeta_{w}(z) d z \\
& =\int_{z_{0}}^{z_{0}+2 \omega^{\prime}}\left(\zeta_{w}(z+2 \omega)-\zeta_{w}(z)\right) d z-\int_{z_{0}}^{z_{0}+2 \omega}\left(\zeta_{w}\left(z+2 \omega^{\prime}\right)-\zeta_{w}(z)\right) d z \\
& =\int_{z_{0}}^{z_{0}+2 \omega^{\prime}} 2 \zeta_{w}(\omega) d z-\int_{z_{0}}^{z_{0}+2 \omega} 2 \zeta_{w}\left(\omega^{\prime}\right) d z=4 \zeta_{w}(\omega) \omega^{\prime}-4 \zeta_{w}\left(\omega^{\prime}\right) \omega .
\end{aligned}
$$

従って，第4式を得る。第 2 ，第 3 式を繰り返し用いれば

$$
\zeta_{w}\left(z+2 m_{1} \omega+2 m_{2} \omega^{\prime}\right)=\zeta_{w}(z)+2 m_{1} \zeta_{w}(\omega)+2 m_{2} \zeta_{w}\left(\omega^{\prime}\right), \quad\left(m_{1}, m_{2} \in \mathbf{Z}\right)
$$

もわかる。

## ［3．1］第2種の Abel微分形式

$$
\begin{equation*}
\Omega_{0}^{0}=-\left(\wp(z)+\frac{\zeta_{w}\left(\omega^{\prime}\right)}{\omega^{\prime}}\right) \frac{d \zeta}{\widetilde{B}} \tag{3.9}
\end{equation*}
$$

とおく。ここで，$\frac{d \zeta}{\widehat{B}}=\frac{d z}{\sqrt{2} \sqrt{-1}}$ に注意する。 $\Omega_{0}^{0}$ は第 2 種の Able 微分形式である。
これの $a_{1}^{0}$－周期と $b_{1}^{0}$－周期を訃算しよう。

$$
\begin{align*}
\int_{a_{1}^{0}} \Omega_{0}^{0} & =\frac{1}{\sqrt{2} \sqrt{-1}} \int_{z_{0}}^{z_{0}+2 \omega^{\prime}}\left(-\wp(z) d z-\frac{\zeta_{w}\left(\omega^{\prime}\right)}{\omega^{\prime}} d z\right)  \tag{3.10}\\
& =\frac{1}{\sqrt{2} \sqrt{-1}}\left(\zeta_{w}\left(z_{0}+2 \omega^{\prime}\right)-\zeta_{w}\left(z_{0}\right)-\frac{\zeta_{w}\left(\omega^{\prime}\right)}{\omega^{\prime}} 2 \omega^{\prime}\right)=0 .
\end{align*}
$$

最後の等式では（3．7）の第 3 式を用いた。このように $a_{1}^{0}$－周期が 0 のものを正規化 されているという。つぎに，$b_{1}^{0}$－周期については

$$
\begin{aligned}
\int_{b_{1}^{0}} \Omega_{0}^{0} & =-\int_{a_{1}} \Omega_{0}^{0}=-\frac{1}{\sqrt{2} \sqrt{-1}} \int_{z_{0}}^{z_{0}+2 \omega}\left(-\wp(z)-\frac{\zeta_{w}\left(\omega^{\prime}\right)}{\omega^{\prime}}\right) d z \\
& =-\frac{1}{\sqrt{2} \sqrt{-1}}\left(\zeta_{w}\left(z_{0}+2 \omega\right)-\zeta_{w}\left(z_{0}\right)-\frac{\zeta_{w}\left(\omega^{\prime}\right)}{\omega^{\prime}} 2 \omega\right) \\
& =-\frac{1}{\sqrt{2} \sqrt{-1}} \frac{2}{\omega^{\prime}}\left(\zeta_{w}(\omega) \omega^{\prime}-\zeta_{w}\left(\omega^{\prime}\right) \omega\right) \\
& =\frac{\pi \sqrt{-1}}{-\sqrt{2} \sqrt{-1} \omega^{\prime}}=\frac{\pi \sqrt{-1}}{2 \omega_{0}}=: \mathbf{U}^{0}
\end{aligned}
$$

となる。

$$
\begin{equation*}
\mathbf{U}^{0}=\frac{\pi \sqrt{-1}}{2 \omega_{0}}=\int_{b_{1}^{0}} \Omega_{0}^{0} \tag{3.11}
\end{equation*}
$$

$\Omega_{0}^{0}$ は正規化された第 2 種 Abel微分形式である（normalized Abelian differential of 2nd kind）。

## 4 Riemann $\theta$ 関数

$\Pi=\Pi(p), z \in \mathbf{C}$ に刘して，$\tau=\frac{\Pi}{2 \pi \sqrt{-1}}, v=\frac{z}{2 \pi \sqrt{-1}}$ とおく。Riemann 周期行列 $(2 \pi \sqrt{-1} \Pi)$ をもつ惰円曲線に対する Riemann $\theta$ 関数は

$$
\begin{equation*}
\theta(z ; \Pi)=\sum_{m \in \mathbf{Z}} \exp \left(\frac{1}{2} \Pi m^{2}+m z\right) \tag{4.1}
\end{equation*}
$$

により定義される。 $m \rightarrow-m$ としても無限和は変わらないので，和が収束していれ ば $\theta(z ; \Pi)=\theta(-z ; \Pi)$ が成り立つことがわかる。すなわち，Riemann $\theta$ 関数は偶関数である。（4．1）の無限和は，C の任意のコンパクト集合上で純対かつ一様収束する （［14］田中－伊達「KdV 方程式」95page を参照）。一方で，Jacobi が定義した 4 つの $\theta$ 関数があるので，それらとの関係を述べておこう。 $q=\exp (\tau \pi \sqrt{-1})=\exp \left(\frac{1}{2} \Pi\right)$ とおく。

$$
\begin{aligned}
\theta(z ; \Pi) & =1+\sum_{m=1}^{\infty} \exp \left(\frac{1}{2} \Pi m^{2}\right)(\exp (m z)+\exp (-m z)) \\
& =1+2 \sum_{m=1}^{\infty} q^{m^{2}} \cos (2 \pi m v)=\theta_{3}(v \mid \tau)
\end{aligned}
$$

最後の $\theta_{3}(v \mid \tau)$ はJacobi の第 $3 \theta$ 関数である。Riemann $\theta$ 関数の周期性を調べるこ とにする。以下では，$\theta$ 関数を書く際に $\Pi$ の䛉載は省略する。まず，$\theta(z+2 \pi \sqrt{-1})=$
$\theta(z)$ はすぐにわかる。つぎに，無限和が $m \rightarrow-m$ や $m \rightarrow 1-m$ という変換をし ても不変であることに着目すれば

$$
\begin{aligned}
\theta(z+\Pi) & =\sum_{m \in \mathbf{Z}} \exp \left(\frac{1}{2} \Pi m^{2}+m z+m \Pi\right)-\sum_{m \in \mathbf{Z}} \exp \left(\frac{1}{2} \Pi m^{2}-m z-m \Pi\right) \\
& =\sum_{m \in \mathbf{Z}} \exp \left(\frac{1}{2} \Pi(1-m)^{2}-(1-m) z-(1-m) \Pi\right) \\
& =\sum_{m \in \mathbf{Z}} \exp \left(\frac{1}{2} \Pi m^{2}+m z\right) \exp \left(\frac{1}{2} \Pi-m \Pi-z-\Pi+m \Pi\right) \\
& =\exp \left(-\frac{1}{2} \Pi-z\right) \theta(z)
\end{aligned}
$$

を得る。以上より，まとめると

$$
\left\{\begin{align*}
\theta(z+2 \pi \sqrt{-1}) & =\theta(z)  \tag{4.2}\\
\theta(z+\Pi) & =\exp \left(-\frac{1}{2} \Pi-z\right) \theta(z)
\end{align*}\right.
$$

$2 \pi \sqrt{-1}$ と $\Pi$ について擬周期的性質をもつので，これらの半分の値ではどうなって いるのかを調べてみよう。

$$
\begin{aligned}
\theta(z+\pi \sqrt{-1}) & =\theta\left(2 \pi \sqrt{-1}\left(v+\frac{1}{2}\right)\right)=\theta_{3}\left(v+\frac{1}{2}\right) \\
& =1+2 \sum_{m=1}^{\infty} q^{m^{2}} \cos (2 \pi m v+\pi m) \\
& =1+2 \sum_{m=1}^{\infty}(-1)^{m} q^{m^{2}} \cos 2 \pi m v=\theta_{4}(v)\left(=\theta_{0}(v)\right)
\end{aligned}
$$

ここで，$\theta_{4}(v)$ はJacobiの第4 $\theta$ 関数である。つぎに

$$
\begin{aligned}
\theta\left(z+\frac{1}{2} \Pi\right) & =\sum_{m \in \mathbf{Z}} \exp \left(\frac{1}{2} \Pi m^{2}+m z+\frac{1}{2} m \Pi\right) \\
& =\sum_{m \in \mathbf{Z}} \exp \left(\frac{1}{2} \Pi\left(m+\frac{1}{2}\right)^{2}+\left(m+\frac{1}{2}\right) z\right) \exp \left(-\frac{1}{8} \Pi-\frac{1}{2} z\right)
\end{aligned}
$$

であるが，

$$
\begin{aligned}
& \sum_{m \in \mathbf{Z}} \exp \left(\frac{1}{2} \Pi\left(m+\frac{1}{2}\right)^{2}+\left(m+\frac{1}{2}\right) z\right)=\sum_{m \in \mathbf{Z}} \exp \left(\frac{1}{2} \Pi\left(m+\frac{1}{2}\right)^{2}+(2 m+1) \pi \sqrt{-1} v\right) \\
& =\sum_{m=0}^{\infty} q^{\left(m+\frac{1}{2}\right)^{2}}(\exp ((2 m+1) \pi \sqrt{-1} v)+\exp (-(2 m+1) \pi \sqrt{-1} v)) \\
& =2 \sum_{m=0}^{\infty} q^{\left(m+\frac{1}{2}\right)^{2}} \cos (2 m+1) \pi v=\theta_{2}(v)
\end{aligned}
$$

最後の，$\theta_{2}(v)$ は Jacobiの第 $2 \theta$ 関数である。従って，つぎを得る：

$$
\theta_{2}(v)=\exp \left(\frac{1}{8} \Pi+\frac{1}{2} z\right) \theta\left(z+\frac{1}{2} \Pi\right) .
$$

Jacobi の第1 $\theta$ 関数は $\theta_{1}(v)=-\theta_{2}\left(v+\frac{1}{2}\right)$ により定義される。このとき

$$
\begin{aligned}
& \theta\left(z+\pi \sqrt{-1}+\frac{1}{2} \Pi\right)=\sum_{m \in \mathbf{Z}} \exp \left(\frac{1}{2} \Pi m^{2}+m z+m \pi \sqrt{-1}+\frac{1}{2} \Pi m\right) \\
= & \sum_{m \in \mathbf{Z}} \exp \left(\frac{1}{2}\left(m+\frac{1}{2}\right)^{2} \Pi+\left(m+\frac{1}{2}\right)(z+\pi \sqrt{-1})\right) \exp \left(-\frac{1}{8} \Pi-\frac{1}{2}(z+\pi \sqrt{-1})\right) \\
= & \theta_{2}\left(v+\frac{1}{2}\right) \exp \left(-\frac{1}{8} \Pi-\frac{1}{2}(z+\pi \sqrt{-1})\right)=-\theta_{1}(v) \exp \left(-\frac{1}{8} \Pi-\frac{1}{2}(z+\pi \sqrt{-1})\right)
\end{aligned}
$$

より，

$$
\begin{aligned}
\theta_{1}(v) & =-\exp \left(\frac{1}{8} \Pi+\frac{1}{2} z+\frac{1}{2} \pi \sqrt{-1}\right) \theta\left(z+\pi \sqrt{-1}+\frac{1}{2} \Pi\right) \\
& =-\sqrt{-1} \exp \left(\frac{1}{8} \Pi+\frac{1}{2} z\right) \theta\left(z+\pi \sqrt{-1}+\frac{1}{2} \Pi\right)
\end{aligned}
$$

以上，まとめるとつぎを得る：

$$
\left\{\begin{array}{l}
\theta_{0}(v)=\theta(z+\pi \sqrt{-1})  \tag{4.3}\\
\theta_{1}(v)=-\sqrt{-1} \exp \left(\frac{1}{8} \Pi+\frac{1}{2} z\right) \theta\left(z+\pi \sqrt{-1}+\frac{1}{2} \Pi\right), \\
\theta_{2}(v)=\exp \left(\frac{1}{8} \Pi+\frac{1}{2} z\right) \theta\left(z+\frac{1}{2} \Pi\right), \\
\theta_{3}(v)=\theta(z) .
\end{array}\right.
$$

$$
u=2 K(p) v \text { とおいて }
$$

$$
\left\{\begin{array}{l}
\operatorname{sn}(u, p)=\frac{\theta_{3}(0) \theta_{1}(v)}{\theta_{2}(0) \theta_{0}(v)}=\frac{1}{\sqrt{p}} \frac{\theta_{1}(v)}{\theta_{0}(v)}  \tag{4.4}\\
\operatorname{cn}(u, p)=\frac{\theta_{0}(0) \theta_{2}(v)}{\theta_{2}(0) \theta_{0}(v)}=\sqrt{\frac{p^{\prime}}{p}} \frac{\theta_{2}(v)}{\theta_{0}(v)} \\
\operatorname{dn}(u, p)=\frac{\theta_{0}(0) \theta_{3}(v)}{\theta_{3}(0) \theta_{0}(v)}=\sqrt{p^{\prime}} \frac{\theta_{3}(v)}{\theta_{0}(v)}
\end{array}\right.
$$

（［15］を参照）。（4．3）と（4．4）より，Jacobi楕円関数を Riemann $\theta$ 関数だけを用いて表すことができる：

$$
\left\{\begin{align*}
\operatorname{sn}(u, p) & =-\sqrt{-1} \frac{\theta(0) \theta\left(z+\pi \sqrt{-1}+\frac{1}{2} \Pi\right)}{\theta\left(\frac{1}{2} \Pi\right) \theta(z+\pi \sqrt{-1})} \exp \left(\frac{1}{2} z\right)  \tag{4.5}\\
\operatorname{cn}(u, p) & =\frac{\theta(\pi \sqrt{-1}) \theta\left(z+\frac{1}{2} \Pi\right)}{\theta\left(\frac{1}{2} \Pi\right) \theta(z+\pi \sqrt{-1})} \exp \left(\frac{1}{2} z\right) \\
\operatorname{dn}(u, p) & =\frac{\theta(\pi \sqrt{-1}) \theta(z)}{\theta(0) \theta(z+\pi \sqrt{-1})} .
\end{align*}\right.
$$

## ［4．1］$\theta_{0}$ が満たす微分方程式

$\theta_{0}(v)=\theta_{0}\left(\frac{u}{2 K(p)}\right)$ はつぎの微分方程式を満たす（［15］を参照）：

$$
\begin{equation*}
\frac{d^{2}}{d u^{2}} \log \theta_{0}\left(\frac{u}{2 K(p)}\right)=\operatorname{dn}^{2}(u, p)-\frac{E(p)}{K(p)} \tag{4.6}
\end{equation*}
$$

ここで，$E(p)=\int_{0}^{K(p)} \operatorname{dn}^{2}(u, p) d u$ は第 $\mathbf{2}$ 種完全楕円積分である。（4．6）の右辺を積分して

$$
Z(u)=\int_{0}^{u} \operatorname{dn}^{2}(u, p) d u-\frac{E(p)}{K(p)} u
$$

とおく。（4．6）より $Z(u)=\frac{d}{d u} \log \theta_{0}\left(\frac{u}{2 K(p)}\right)$ をジータ関数という。
いま，$u=\frac{K(p)}{\omega_{0}} x$ の場合を考えよう。 $\frac{d}{d u}=\left(\frac{\omega_{0}}{K(p)}\right) \frac{d}{d x}$ に注意して $2 \partial_{\bar{z}} \partial_{z} \log \theta_{0}\left(\frac{x}{2 \omega_{0}}\right)=\frac{1}{2} \frac{d^{2}}{d x^{2}} \log \theta_{0}\left(\frac{x}{2 \omega_{0}}\right)$
$=\frac{1}{2}\left(\frac{K(p)}{\omega_{0}}\right)^{2} \frac{d^{2}}{d u^{2}} \log \theta_{0}\left(\frac{u}{2 K(p)}\right)=\frac{1}{2}\left(\frac{K(p)}{\omega_{0}}\right)^{2}\left(\operatorname{dn}^{2}\left(\frac{K(p)}{\omega_{0}} x\right)-\frac{E(p)}{K(p)}\right)$
$=\left(\zeta_{3}-\zeta_{1}\right)\left(1-p^{2} \operatorname{sn}^{2}\left(\sqrt{2} \sqrt{\zeta_{3}-\zeta_{1}} x, p\right)-\frac{E(p)}{K(p)}\right)$
$=\left(\zeta_{3}-\zeta_{1}\right)\left(1-\frac{E(p)}{K(p)}\right)-\left(\zeta_{3}-\zeta_{2}\right) \operatorname{sn}^{2}\left(\sqrt{2} \sqrt{\zeta_{3}-\zeta_{1}} x, p\right)$
$=\zeta_{3}-\left(\zeta_{3}-\zeta_{2}\right) \operatorname{sn}^{2}\left(\sqrt{2} \sqrt{\zeta_{3}-\zeta_{1}} x, p\right)-\left(\zeta_{1}+\frac{E(p)}{K(p)}\left(\zeta_{3}-\zeta_{1}\right)\right)$

であるから，$C=\zeta_{1}+\frac{E(p)}{K(p)}\left(\zeta_{3}-\zeta_{1}\right)$ とおけば，$(2.6)$ より

$$
C+2 \partial_{\bar{z}} \partial_{z} \log \theta_{0}\left(\frac{x}{2 \omega_{0}}\right)=\zeta_{3}-\left(\zeta_{3}-\zeta_{2}\right) \operatorname{sn}^{2}\left(\sqrt{2} \sqrt{\zeta_{3}-\zeta_{1}} x, p\right)=e^{u(x)}
$$

を得る。一方で， $\mathbf{U}^{0}=\frac{\pi \sqrt{-1}}{2 \omega_{0}}$ と（4．3）より

$$
\theta\left(\mathbf{U}^{0}(z+\bar{z})+\pi \sqrt{-1}\right)=\theta\left(\frac{\pi \sqrt{-1}}{\omega_{0}} x+\pi \sqrt{-1}\right)=\theta_{0}\left(\frac{x}{2 \omega_{0}}\right)
$$

であるから，以上よりつぎを得る：

$$
\begin{align*}
e^{u(x)} & =C+2 \partial_{\bar{z}} \partial_{z} \log \theta\left(\mathbf{U}^{0}(z+\bar{z})+\pi \sqrt{-1}\right) \\
& \text { ここで, } \quad C=\zeta_{1}+\frac{E(p)}{K(p)}\left(\zeta_{3}-\zeta_{1}\right) . \tag{4.7}
\end{align*}
$$

最後に，定数項 $C$ を書き換えておく。

## Lemma 4．8．

$$
C=\frac{a}{3}-\frac{\zeta_{w}\left(\omega^{\prime}\right)}{\omega^{\prime}}
$$

ここで，$a=\frac{\alpha}{2}+\frac{2}{\alpha^{2}}=\zeta_{1}+\zeta_{2}+\zeta_{3}$ である。
$\because[S t e p 1]$ まず
$E(p)=\int_{0}^{K(p)} \operatorname{dn}^{2}(u, p) d u=\int_{0}^{K(p)}\left(1-p^{2} \operatorname{sn}^{2}(u, p)\right) d u=K(p)-p^{2} \int_{0}^{K(p)} \operatorname{sn}^{2}(u, p) d u$
より，

$$
\begin{aligned}
C & =\frac{E(p)}{K(p)}\left(\zeta_{3}-\zeta_{1}\right)+\zeta_{1} \\
& =\left(\zeta_{3}-\zeta_{1}\right)\left(1-\frac{1}{K(p)} \frac{\zeta_{3}-\zeta_{2}}{\zeta_{3}-\zeta_{1}} \int_{0}^{K(p)} \operatorname{sn}^{2}(u, p) d u\right)+\zeta_{1} \\
& =\zeta_{3}-\frac{\left(\zeta_{3}-\zeta_{2}\right)}{K(p)} \int_{0}^{K(p)} \operatorname{sn}^{2}(u, p) d u .
\end{aligned}
$$

［Step 2］（2．7）より

$$
\wp(\sqrt{2} \sqrt{-1} x)+\frac{a}{3}=Y\left(x+\omega_{0}^{\prime}\right)=\zeta_{3}-\left(\zeta_{3}-\zeta_{2}\right) \operatorname{sn}^{2}\left(\sqrt{2} \sqrt{\zeta_{3}-\zeta_{1}} x+\sqrt{-1} K^{\prime}(p), p\right)
$$

であるから，$u=\frac{K(p)}{\omega_{0}}\left(s+\omega_{0}^{\prime}\right)=\sqrt{2} \sqrt{\zeta_{3}-\zeta_{1}}\left(s+\omega_{0}^{\prime}\right)$ という変換を行うと，（2．7） および $\sqrt{2} \sqrt{-1} \omega_{0}=\omega^{\prime},-\sqrt{2} \sqrt{-1} \omega_{0}^{\prime}=\omega$ より

$$
\begin{aligned}
\int_{0}^{K(p)} \operatorname{sn}^{2} u d u & =\sqrt{2} \sqrt{\zeta_{3}-\zeta_{1}} \int_{-\omega_{0}^{\prime}}^{\omega_{0}-\omega_{0}^{\prime}} \operatorname{sn}^{2}\left(\sqrt{2} \sqrt{\zeta_{3}-\zeta_{1}} s+\sqrt{-1} K^{\prime}(p), p\right) d s \\
& =\frac{\sqrt{2} \sqrt{\zeta_{3}-\zeta_{1}}}{\zeta_{2}-\zeta_{3}} \int_{-\omega_{0}^{\prime}}^{\omega_{0}-\omega_{0}^{\prime}}\left(\wp(\sqrt{2} \sqrt{-1} s)+\frac{a}{3}-\zeta_{3}\right) d s \\
& =\frac{\sqrt{2} \sqrt{\zeta_{3}-\zeta_{1}}}{\zeta_{2}-\zeta_{3}}\left[-\frac{1}{\sqrt{2} \sqrt{-1}} \zeta_{w}(\sqrt{2} \sqrt{-1} s)+\left(\frac{a}{3}-\zeta_{3}\right) s\right]_{-\omega_{0}^{\prime}}^{\omega_{0}-\omega_{0}^{\prime}} \\
& =\frac{\sqrt{2} \sqrt{\zeta_{3}-\zeta_{1}}}{\zeta_{2}-\zeta_{3}}\left(-\frac{1}{\sqrt{2} \sqrt{-1}}\left(\zeta_{w}\left(\omega^{\prime}+\omega\right)-\zeta_{w}(\omega)\right)+\left(\frac{a}{3}-\zeta_{3}\right) \omega_{0}\right) \\
& =\frac{\sqrt{2} \sqrt{\zeta_{3}-\zeta_{1} \omega_{0}}}{\zeta_{2}-\zeta_{3}}\left(-\frac{\zeta_{w}\left(\omega^{\prime}\right)}{\omega^{\prime}}+\frac{a}{3}-\zeta_{3}\right) \\
& =\frac{K(p)}{\zeta_{2}-\zeta_{3}}\left(-\frac{\zeta_{w}\left(\omega^{\prime}\right)}{\omega^{\prime}}+\frac{a}{3}-\zeta_{3}\right),
\end{aligned}
$$

を得る。
以上，Step 1，Step 2 より

$$
C=\zeta_{3}-\frac{\zeta_{w}\left(\omega^{\prime}\right)}{\omega^{\prime}}+\frac{a}{3}-\zeta_{3}=\frac{a}{3}-\frac{\zeta_{w}\left(\omega^{\prime}\right)}{\omega^{\prime}} .
$$

## 5 Tzitzéica 方程式が可積分条件となる曲面のはめ込み

## ［5．1］可積分条件としての Tzitzéica 方程式の導出

$\mathbf{C}^{3} \supset S^{5}=\left\{z \in \mathbf{C}^{3} \mid\langle z, z\rangle=1\right\}$ とする。ただし，$\langle$,$\rangle は \mathbf{C}^{3}$ の標準的エルミート内積である。 $(M, g)$ を Riemann面とし，等長はめ込み

$$
s_{0}: M \longrightarrow S^{5}
$$

を考える。 $g$ は $\mathbf{C}^{3}$ のエルミート内積から誘導された計量で $g=2 e^{u} d z \overline{d z}=2 e^{u}\left(d x^{2}+\right.$ $\left.d y^{2}\right)$ と表しておく。ここで，$z=x+\sqrt{-1} y, d z=d x+\sqrt{-1} d y, d z=d x-\sqrt{-1} d y$ であり，$d x^{2}=d x \otimes d x, d y^{2}=d y \otimes d y$ は刘称積であるが，$d z d z$ も $d z$ と $d z$ の対称

積であり

$$
\begin{aligned}
d z d \bar{z} & =\frac{1}{2}(d z \otimes d \bar{z}+d \bar{z} \otimes d z) \\
& =\frac{1}{2}((d x+\sqrt{-1} d y) \otimes(d x-\sqrt{-1} d y)+(d x-\sqrt{-1} d y) \otimes(d x+\sqrt{-1} d y)) \\
& =\frac{1}{2}\left(d x^{2}+d y^{2}+\sqrt{-1}(d y \otimes d x-d x \otimes d y)\right. \\
& \left.=d x^{2}+d y^{2} \quad+d x^{2}+d y^{2}-\sqrt{-1}(d y \otimes d x-d x \otimes d y)\right)
\end{aligned}
$$

である。偏微分に関しては $d z\left(\partial_{z}\right)=1, d z\left(\partial_{\bar{z}}\right)=0, d \bar{z}\left(\partial_{z}\right)=0, d \bar{z}\left(\partial_{\bar{z}}\right)=1$ を用い ると

$$
\begin{aligned}
\partial_{z} & =\frac{1}{2}\left(\partial_{x}-\sqrt{-1} \partial_{y}\right), \quad \partial_{\bar{z}}=\frac{1}{2}\left(\partial_{x}+\sqrt{-1} \partial_{y}\right) \\
\partial_{\bar{z}} \partial_{z} & =\frac{1}{4}\left(\partial_{x} \partial_{x}+\partial_{y} \partial_{y}\right)
\end{aligned}
$$

が成り立つことがわかる。
いま $s_{0}: M \longrightarrow S^{5}$ は極小はめ込み（minimal immersion）であると仮定する。こ れは $M$ の $S^{5}$ における平均曲率ベクトルが 0 の場合をいう。そこで $s_{0}$ に $\mathbf{C}^{3}$ の ラプラシアンを $M$ に制限したもの

$$
\Delta s_{0}=-\left(2 e^{u}\right)^{-1}\left(\partial_{x} \partial_{x}+\partial_{y} \partial_{y}\right) s_{0}=-2 e^{-u} \partial_{\bar{z}} \partial_{z} s_{0}
$$

を作用させると，$M$ の $S^{5}$ における平均曲率ベクトルと，$S^{5}$ の $\mathrm{C}^{3}$ における法成分， すなわち，$s_{0}$ 自身の $\operatorname{dim} M=2$ 倍の和になる。よって，$s_{0}$ が極小はめ込みであるこ とと $\Delta s_{0}=2 s_{0}$ が成り立つことが必要十分条件である。これは，言い換えると

$$
\begin{equation*}
\partial_{\bar{z}} \partial_{z} s_{0}=-e^{u} s_{0} \tag{5.1}
\end{equation*}
$$

になる。
つぎに，$s_{0}: M \longrightarrow S^{5}$ が horizontal とは，Hopfファイブレーション $\pi: S^{5} \rightarrow \mathbf{C} P^{2}$ に関して水平的（horizontal）であるときをいう。 $S^{5}$ のリーマン計量 $h$ は

$$
h(X, Y)=\operatorname{Re}(\langle X, Y\rangle)
$$

で与えられる。点 $x \in S^{5}$ における接ベクトル空間 $T_{x} S^{5}$ は $h(x, X)=0$ を満たす $X \in \mathbf{C}^{3}$ の集合であるが，特に，$h(x, \sqrt{-1} x)=0$ であるので，$\sqrt{-1} x$ も $T_{x} S^{5}$ の元 であるが $d \pi(\sqrt{-1} x)=0$ であるので，$\sqrt{-1} x$ は $\pi$ のファイバー方向のベクトルで ある。よって，$h(\sqrt{-1} x, Y)=0$ を満たす $Y \in T_{x} S^{5}$ の集合が水平ベクトル場の集合である。そこで，$s_{0}$ は horizontal とは

$$
h\left(d s_{0}, \sqrt{-1} s_{0}\right)=0
$$

であるときをいう。これは

$$
h\left(\partial_{x} s_{0}, \sqrt{-1} s_{0}\right)=0, \quad h\left(\partial_{y} s_{0}, \sqrt{-1} s_{0}\right)=0
$$

と同値である。一方で，$h\left(s_{0}, s_{0}\right)=1$ であるので，$h\left(\partial_{x} s_{0}, s_{0}\right)=0, h\left(\partial_{y} s_{0}, s_{0}\right)=0$ で もあるから，結局，

$$
\left\langle\partial_{x} s_{0}, s_{0}\right\rangle=0, \quad\left\langle\partial_{y} s_{0}, s_{0}\right\rangle=0
$$

が成り立つことがわかる。これはつぎと同値である：

$$
\begin{equation*}
\left\langle\partial_{z} s_{0}, s_{0}\right\rangle=0, \quad\left\langle\partial_{\bar{z}} s_{0}, s_{0}\right\rangle=0 \tag{5.2}
\end{equation*}
$$

また，（5．2）の複素共役をとれば

$$
\left\langle s_{0}, \partial_{z}, s_{0}\right\rangle=0, \quad\left\langle s_{0}, \partial_{\bar{z}} s_{0}\right\rangle=0
$$

も成り立つことが直ちにわかる。
ここで，（5．2）の第 1 式を $\bar{z}$ で微分して（5．1）を使うと

$$
-e^{u}=-e^{u}\left\langle s_{0}, s_{0}\right\rangle=\left\langle\partial_{\bar{z}} \partial_{z} s_{0}, s_{0}\right\rangle=-\left\langle\partial_{z} s_{0}, \partial_{z} s_{0}\right\rangle
$$

より

$$
\left\langle\partial_{z} s_{0}, \partial_{z} s_{0}\right\rangle=e^{u}
$$

を得る。同様に（5．2）の第 2 式を $z$ で微分して（5．1）を使うと

$$
\left\langle\partial_{\bar{z}} s_{0}, \partial_{\bar{z}} s_{0}\right\rangle=e^{u}
$$

を得る。誘導訃量は $\left\langle d s_{0}, d s_{0}\right\rangle$ という形で書けるから，

$$
\begin{aligned}
\left\langle d s_{0}, d s_{0}\right\rangle= & \left\langle\partial_{z} s_{0} d z+\partial_{\bar{z}} s_{0} d \bar{z}, \partial_{z} s_{0} d z+\partial_{\bar{z}} s_{0} d \bar{z}\right\rangle \\
= & \left\langle\partial_{z} s_{0}, \partial_{z} s_{0}\right\rangle d z \otimes d \bar{z}+\left\langle\partial_{\bar{z}} s_{0}, \partial_{\bar{z}} s_{0}\right\rangle d \bar{z} \otimes d z \\
& +\left\langle\partial_{z} s_{0}, \partial_{\bar{z}} s_{0}\right\rangle d z \otimes d z+\left\langle\partial_{\bar{z}} s_{0}, \partial_{z} s_{0}\right\rangle d \bar{z} \otimes d \bar{z} \\
= & 2 e^{u} d z d \bar{z}+\left\langle\partial_{z} s_{0}, \partial_{\bar{z}} s_{0}\right\rangle d z \otimes d z+\left\langle\partial_{\bar{z}} s_{0}, \partial_{z} s_{0}\right\rangle d \bar{z} \otimes d \bar{z}
\end{aligned}
$$

であるが，$g$ は誘導計量で $g=2 e^{u} d z d z$ で与えられたから，従って，

$$
\begin{equation*}
\left\langle\partial_{z} s_{0}, \partial_{\bar{z}} s_{0}\right\rangle=0, \quad\left\langle\partial_{\bar{z}} s_{0}, \partial_{z} s_{0}\right\rangle=0 \tag{5.3}
\end{equation*}
$$

が成り立つことがわかる。
以上，（5．2），（5．3）を考慮して，

$$
s_{1}=e^{-\frac{u}{2}} \partial_{z} s_{0}, \quad s_{2}=e^{-\frac{u}{2}} \partial_{\bar{z}} s_{0}
$$

とおけば，$F=\left(s_{0} s_{1} s_{2}\right)$ は $M \times \mathbf{C}^{3}$ 上の unitary frame になることがわかる。計算の都合上，

$$
\phi=e^{\frac{u}{2}}\left\langle\partial_{z} \partial_{z} s_{0}, s_{2}\right\rangle
$$

とおく。

$$
\partial_{z} F=F U, \quad \partial_{\bar{z}} F=F V
$$

とおける。ここで，$U, V$ はそれぞれ $3 \times 3$－複素行列であり，具体的表示式を以下求 めよう。定義より $\partial_{z} s_{0}=e^{\frac{u}{2}} s_{1}, \partial_{\bar{z}} s_{0}=e^{\frac{u}{2}} s_{2}$ はすぐにわかる。つぎに，$\partial_{z} s_{1}, \partial_{\bar{z}} s_{1}$ で あるが，$\partial_{\bar{z}} s_{1}$ は（5．1）を用いて

$$
\begin{aligned}
\partial_{\bar{z}} s_{1} & =-\frac{u_{\bar{z}}}{2} s_{1}+e^{-\frac{u}{2}} \partial_{\bar{z}} \partial_{z} s_{0} \\
& =-\frac{u_{\bar{z}}}{2} s_{1}+e^{-\frac{u}{2}}\left(-e^{u} s_{0}\right)=-e^{\frac{u}{2}} s_{0}-\frac{u_{\bar{z}}}{2} s_{1}
\end{aligned}
$$

より得られる。 $\partial_{z} s_{1}$ については，まず

$$
\partial_{z} s_{1}=-\frac{u_{z}}{2} s_{1}+e^{-\frac{u}{2}} \partial_{z} \partial_{z} s_{0}
$$

である。 $\partial_{z} \partial_{z} s_{0}$ を訃算するために

$$
\partial_{z} \partial_{z} s_{0}=a s_{0}+b s_{1}+c s_{2}
$$

とおく。このとき，（5．2），（5．3）を用いて

$$
\begin{aligned}
a & =\left\langle\partial_{z} \partial_{z} s_{0}, s_{0}\right\rangle=-\left\langle\partial_{z} s_{0}, \partial_{\bar{z}} s_{0}\right\rangle=0 \\
b & =\left\langle\partial_{z} \partial_{z} s_{0}, s_{1}\right\rangle=\partial_{z}\left\langle\partial_{z} s_{0}, s_{1}\right\rangle-\left\langle\partial_{z} s_{0}, \partial_{\bar{z}} s_{1}\right\rangle \\
& =\partial_{z}\left(e^{-\frac{u}{2}} e^{u}\right)-e^{\frac{u}{2}}\left\langle s_{1},-e^{\frac{u}{2}} s_{0}-\frac{u_{\bar{z}}}{2} s_{1}\right\rangle=\frac{u_{z}}{2} e^{\frac{u}{2}}+\frac{u_{z}}{2} e^{\frac{u}{2}}=u_{z} e^{\frac{u}{2}} \\
c & =\left\langle\partial_{z} \partial_{z} s_{0}, s_{2}\right\rangle=\phi e^{-\frac{u}{2}}
\end{aligned}
$$

より

$$
\partial_{z} \partial_{z} s_{0}=u_{z} e^{\frac{u}{2}} s_{1}+\phi e^{-\frac{u}{2}} s_{2}
$$

を得るので，結局，つぎが得られた：

$$
\partial_{z} s_{1}=-\frac{u_{z}}{2} s_{1}+u_{z} s_{1}+\phi e^{-u} s_{2}=\frac{u_{z}}{2} s_{1}+\phi e^{-u} s_{2} .
$$

同様にして，つぎも得られる：

$$
\partial_{z} s_{2}=-e^{\frac{u}{2}} s_{0}-\frac{u_{z}}{2} s_{2}, \quad \partial_{\bar{z}} s_{2}=-\bar{\phi} e^{-u} s_{1}+\frac{u_{\bar{z}}}{2} s_{2} .
$$

以上より，つぎが得られた：

$$
U=\left(\begin{array}{ccc}
0 & 0 & -e^{\frac{u}{2}}  \tag{5.4}\\
e^{\frac{u}{2}} & \frac{u_{z}}{2} & 0 \\
0 & \phi e^{-u} & -\frac{u_{z}}{2}
\end{array}\right), \quad V=\left(\begin{array}{ccc}
0 & -e^{\frac{u}{2}} & 0 \\
0 & -\frac{u_{z}}{2} & -\bar{\phi} e^{-u} \\
e^{\frac{u}{2}} & 0 & \frac{u_{z}}{2}
\end{array}\right),
$$

「Compatibility Condition」 $\partial_{z} F=F U$ かつ $\partial_{\bar{z}} F=F V$ ならば $\partial_{\bar{z}} \partial_{z} F=\partial_{z} \partial_{\bar{z}} F$ より

$$
\partial_{\bar{z}} U-\partial_{z} V=U V-V U=[U, V]
$$

でなければならない。これはつぎと同値であることがわかる：

$$
\begin{cases}\partial_{\bar{z}} \partial_{z} u & =|\phi|^{2} e^{-2 u}-e^{u}  \tag{5.5}\\ \partial_{\bar{z}} \phi & =0\end{cases}
$$

$f^{\prime}(z) \neq 0$ である正則関数 $f(z)$ を用いて，複素座慓変換 $\widetilde{z}=f(z)$ を行うと，$\phi(\widetilde{z})=$ $\frac{\phi(z)}{\left(f^{\prime}(z)\right)^{3}}$ という関係式が得られる。よって，$\left(f^{\prime}(z)\right)^{3}=-\phi(z)$ を満たす $f$ を用いて， $\phi(\widetilde{z})=-1$ とできる。従って，最初から $\phi=-1$ としてよい。以下，$\phi=-1$ とす る。このとき，（5．5）はTzitzéica 方程式になる：

$$
\begin{equation*}
\partial_{\bar{z}} \partial_{z} u=e^{-2 u}-e^{u} . \tag{5.6}
\end{equation*}
$$

## ［5．2］曲面のはめ込みの特殊関数による表示式

$u=u(x)$ ，すなわち，$u$ は $x$ だけの関数と仮定して，曲面のはめ込みの特殊関数 による表示式を求める。 $s_{1}, s_{2}$ の定義と（5．4）および $\phi=-1$ より

$$
\left\{\begin{array}{l}
\partial_{y} s_{0}=\sqrt{-1} e^{\frac{u}{2}}\left(s_{1}-s_{2}\right), \quad \partial_{y} s_{1}=\sqrt{-1}\left(e^{\frac{u}{2}} s_{0}+\frac{u_{x}}{2} s_{1}-e^{-u} s_{2}\right) \\
\partial_{y} s_{2}=\sqrt{-1}\left(-e^{\frac{u}{2}} s_{0}-e^{-u} s_{1}-\frac{u_{x}}{2} s_{2}\right)
\end{array}\right.
$$

である。これを用いて $\partial_{y}^{2} s_{0}$ を求めると

$$
\begin{aligned}
\partial_{y}^{2} s_{0} & =\sqrt{-1} e^{\frac{u}{2}}\left(\partial_{y} s_{1}-\partial_{y} s_{2}\right) \\
& =-e^{\frac{u}{2}}\left(2 e^{\frac{u}{2}} s_{0}+\left(\frac{u_{x}}{2}+e^{-u}\right) s_{1}+\left(\frac{u_{x}}{2}-e^{-u}\right) s_{2}\right)
\end{aligned}
$$

同様にして $\partial_{y}^{3} s_{0}$ を訃算し，$\frac{1}{8}\left(u_{x}\right)^{2}=-\frac{1}{2} e^{-2 u}-e^{u}+a$ を用いるとつぎが得られる：

$$
\begin{equation*}
\partial_{y}^{3} s_{0}=-2 a \partial_{y} s_{0}-2 \sqrt{-1} s_{0} \tag{5.7}
\end{equation*}
$$

（5．7）の特性多項式は $\mu^{3}+2 a \mu+2 \sqrt{-1}=0$ である。 $\zeta=-\sqrt{-1} \mu^{-1}$ とおいて $\quad$ の多項式に書き直すと

$$
\zeta^{3}-a \zeta^{2}+\frac{1}{2}=0
$$

となる。これは［2．3］でTzitzéica 方程式の解を求めるときに出てきた式と同じであ る。その解 $\zeta_{1}, \zeta_{2}, \zeta_{3}$ はつぎで与えられた。

$$
\zeta_{1}=\frac{1-\sqrt{\alpha^{3}+1}}{\alpha^{2}}, \quad \zeta_{2}=\frac{1+\sqrt{\alpha^{3}+1}}{\alpha^{2}}, \quad \zeta_{3}=\frac{\alpha}{2} .
$$

いま $\mu_{j} \zeta_{j}=-\sqrt{-1}$ となるように $\mu_{1}, \mu_{2}, \mu_{3}$ を選び，$\mu_{j}=\sqrt{-1} r_{j}$ と書くとき

$$
\begin{equation*}
r_{1}=\frac{1+\sqrt{\alpha^{3}+1}}{\alpha}, \quad r_{2}=\frac{1-\sqrt{\alpha^{3}+1}}{\alpha}, \quad r_{3}=-\frac{2}{\alpha}, \tag{5.8}
\end{equation*}
$$

$$
\begin{equation*}
r_{j}=-\frac{1}{\zeta_{j}} \quad(j=1,2,3) \tag{5.9}
\end{equation*}
$$

さて，$s_{0}=\left(e^{\mu_{1} y} C_{1}(x), e^{\mu_{2} y} C_{2}(x), e^{\mu_{3} y} C_{3}(x)\right)$ とおけることに注意しよう。ここで，

$$
\left\{\begin{array}{l}
\partial_{x} s_{0}=e^{\frac{u}{2}}\left(s_{1}+s_{2}\right), \quad \partial_{x} s_{1}=-e^{\frac{u}{2}} s_{0}-e^{-u} s_{2}, \\
\partial_{x} s_{2}=-e^{\frac{u}{2}} s_{0}+e^{-u} s_{1}
\end{array}\right.
$$

であるから，$\partial_{y} s_{0}$ を $x$ で微分して

$$
\partial_{x} \partial_{y} s_{0}=\frac{u_{x}}{2} \partial_{y} s_{0}+\sqrt{-1} e^{\frac{u}{2}}\left(\partial_{x} s_{1}-\partial_{x} s_{2}\right)=\frac{u_{x}}{2} \partial_{y} s_{0}-\sqrt{-1} e^{-u} \partial_{x} s_{0}
$$

を得る。そうすると，ベクトルの成分表示は代表として第 $j$ 成分だけ書くと

$$
\partial_{x} s_{0}=\left(e^{\mu_{j} y} C_{j}^{\prime}(x)\right), \quad \partial_{y} s_{0}=\left(\mu_{j} e^{\mu_{j} y} C_{j}(x)\right), \quad \partial_{x} \partial_{y} s_{0}=\left(\mu_{j} e^{\mu_{j} y} C_{j}^{\prime}(x)\right),
$$

である。よって上記の $\partial_{x} \partial_{y} s_{0}$ の式の両辺に代入して

$$
\mu_{j} e^{\mu_{j} y} C_{j}^{\prime}(x)=\frac{u_{x}}{2} \mu_{j} e^{\mu_{j} y} C_{j}(x)-\sqrt{-1} e^{-u} e^{\mu_{j} y} C_{j}^{\prime}(x)
$$

を得る。 $\mu_{j}=\sqrt{-1} r_{j}$ を代人して，これを整理すると

$$
\left(e^{-u}+r_{j}\right) C_{j}^{\prime}(x)=\frac{u_{x}}{2} r_{j} C_{j}(x)
$$

を得る。両辺に $\frac{2}{r_{j}} e^{u}$ をかけると

$$
\begin{equation*}
u_{x} e^{u} C_{j}(x)=\left(\frac{2}{r_{j}}+2 e^{u}\right) C_{j}^{\prime}(x)=2\left(e^{u}-\zeta_{j}\right) C_{j}^{\prime}(x) \tag{5.10}
\end{equation*}
$$

を得る。一方で，$e^{u(x)}=\zeta_{3}-\left(\zeta_{3}-\zeta_{2}\right) \operatorname{sn}^{2}\left(\sqrt{2} \sqrt{\zeta_{3}-\zeta_{1}} x, p\right)$ であったから，これを $x$ で微分したものは，$v=\sqrt{2} \sqrt{\zeta_{3}-\zeta_{1}} x$ とおいたとき

$$
\begin{align*}
u_{x} e^{u(x)} & =-2\left(\zeta_{3}-\zeta_{2}\right) \sqrt{2} \sqrt{\zeta_{3}-\zeta_{1}} \operatorname{sn}(v) \operatorname{cn}(v) \operatorname{dn}(v) \\
& =-2\left(\zeta_{3}-\zeta_{2}\right) \operatorname{sn}(v) \frac{d}{d x} \operatorname{sn}(v) \\
& =2\left(\zeta_{3}-\zeta_{2}\right) \operatorname{cn}(v) \frac{d}{d x} \operatorname{cn}(v)  \tag{5.11}\\
& =2\left(\zeta_{3}-\zeta_{1}\right) \operatorname{dn}(v) \frac{d}{d x} \operatorname{dn}(v)
\end{align*}
$$

と表すことができる。また，$e^{u(x)}=\zeta_{3}-\left(\zeta_{3}-\zeta_{2}\right) \operatorname{sn}^{2}\left(\sqrt{2} \sqrt{\zeta_{3}-\zeta_{1}} x, p\right)$ を代入して

$$
2\left(e^{u(x)}-\zeta_{j}\right)= \begin{cases}2\left(\zeta_{3}-\zeta_{1}\right) \mathrm{dn}^{2}(v), & (j=1)  \tag{5.12}\\ 2\left(\zeta_{3}-\zeta_{2}\right) \mathrm{cn}^{2}(v), & (j=2) \\ -2\left(\zeta_{3}-\zeta_{2}\right) \operatorname{sn}^{2}(v), & (j=3)\end{cases}
$$

がわかる。（5．12）を（5．10）に代入して，（5．11）と比較すると，例えば $j=1$ のとき

$$
2\left(\zeta_{3}-\zeta_{1}\right) \operatorname{dn}^{2}(v) C_{1}^{\prime}(x)=u_{x} e^{u} C_{1}(x)=2\left(\zeta_{3}-\zeta_{1}\right) \operatorname{dn}(v) \frac{d}{d x} \operatorname{dn}(v) C_{1}(x)
$$

であるから，$\frac{C_{1}^{\prime}(x)}{C_{1}(x)}=\frac{d}{d x} \operatorname{dn}(v)$ を得る。これは簡単に解けて $C_{1}(x)=c_{1} \operatorname{dn}(v)$ が得ら れる。ただし，$c_{1}$ は定数である。同様にして，$C_{2}(x)=c_{2} \operatorname{cn}(v), C_{3}(x)=c_{3} \operatorname{sn}(v)$ を得るので，結局，つぎわかった：

$$
s_{0}(x, y)=\left(c_{1} e^{\mu_{1} y} \operatorname{dn}(v), c_{2} e^{\mu_{2} y} \operatorname{cn}(v), c_{3} e^{\mu_{3} y} \operatorname{sn}(v)\right), \quad\left(v=\sqrt{2} \sqrt{\zeta_{3}-\zeta_{1}} x\right)
$$

最後に，$c_{1}, c_{2}, c_{3}$ を求めよう。まず $\left\langle\left\langle s_{0}, s_{0}\right\rangle=1\right.$ より

$$
c_{1}^{2} \mathrm{dn}^{2}(v)+c_{2}^{2} \operatorname{cn}^{2}(v)+c_{3}^{2} \operatorname{sn}^{2}(v)=1
$$

であるが， $\mathrm{cn}^{2}(v)=1-\mathrm{sn}^{2}(v), \mathrm{dn}^{2}(v)=1-p^{2} \mathrm{sn}^{2}(v)$ を代入して整理すれば

$$
\begin{align*}
& c_{1}^{2}+c_{2}^{2}+\left(c_{3}^{2}-p^{2} c_{1}^{2}-c_{2}^{2}\right) \operatorname{sn}^{2}(v)=1 \\
\Longleftrightarrow & c_{1}^{2}+c_{2}^{2}=1, \quad p^{2} c_{1}^{2}+c_{2}^{2}=c_{3}^{2} . \tag{5.13}
\end{align*}
$$

つぎに，$\left\langle\frac{\partial s_{0}}{\partial x}, \frac{\partial s_{0}}{\partial x}\right\rangle=2 e^{u(x)}$ を用いる。

$$
\begin{array}{r}
\frac{\partial s_{0}}{\partial x}=\left(-c_{1} \sqrt{2} \sqrt{\zeta_{3}-\zeta_{1}} p^{2} e^{\mu_{1} y} \operatorname{sn}(v) \operatorname{cn}(v),-c_{2} \sqrt{2} \sqrt{\zeta_{3}-\zeta_{1}} e^{\mu_{2} y} \operatorname{sn}(v) \operatorname{dn}(v)\right. \\
\left.c_{3} \sqrt{2} \sqrt{\zeta_{3}-\zeta_{1}} e^{\mu_{3} y} \operatorname{cn}(v) \operatorname{dn}(v)\right) .
\end{array}
$$

従って,$<\left\langle\frac{\partial s_{0}}{\partial x}, \frac{\partial s_{0}}{\partial x}\right\rangle=2 e^{u(x)}$ と（5．13）より

$$
\left(\zeta_{3}-\zeta_{1}\right)\left(c_{3}^{2}-p^{2} \operatorname{sn}^{2}(v)\right)=e^{u(x)}=\zeta_{3}-\left(\zeta_{3}-\zeta_{2}\right) \operatorname{sn}^{2}(v)
$$

が得られるので，第1式と第3式を比較して，$v=0$ とおけば

$$
c_{3}^{2}=\frac{\zeta_{3}}{\zeta_{3}-\zeta_{1}}=\frac{r_{1}}{r_{1}-r_{3}}
$$

を得る。これを（5．13）に代入して解けば

$$
c_{1}^{2}=\frac{-r_{2}}{r_{1}-r_{2}}, \quad c_{2}^{2}=\frac{r_{1}}{r_{1}-r_{2}},
$$

となるので，結局，つぎの表示式が得られた：

$$
\quad \begin{align*}
& s_{0}(x, y) \\
& =\left(\sqrt{\frac{-r_{2}}{r_{1}-r_{2}}} e^{\mu_{1} y} \operatorname{dn}(v), \sqrt{\frac{r_{1}}{r_{1}-r_{2}}} e^{\mu_{2} y} \operatorname{cn}(v), \sqrt{\frac{r_{1}}{r_{1}-r_{3}}} e^{\mu_{3} y} \operatorname{sn}(v)\right) . \tag{5.14}
\end{align*}
$$

ここに，$v=\sqrt{2} \sqrt{\zeta_{3}-\zeta_{1}} x$ である。

## ［5．3］Spectral curve

（5．4）で求めた $U, V$ に Spectral parameter を導入する。 $\widetilde{\lambda}=\sqrt{-1} \lambda$ とおいて， $U(\lambda), V(\lambda)$ をつぎで定める：

$$
U(\lambda)=\left(\begin{array}{ccc}
0 & 0 & \widetilde{\lambda} e^{\frac{u}{2}}  \tag{5.15}\\
-\widetilde{\lambda} e^{\frac{u}{2}} & \frac{u_{z}}{2} & 0 \\
0 & \widetilde{\lambda}^{-u} & -\frac{u_{z}}{2}
\end{array}\right), V(\lambda)=\left(\begin{array}{ccc}
0 & \widetilde{\lambda}^{-1} e^{\frac{u}{2}} & 0 \\
0 & -\frac{\tilde{z}_{z}}{2} & -\widetilde{\lambda}^{-1} e^{-\mathfrak{u}} \\
-\widetilde{\lambda}^{-1} e^{\frac{u}{2}} & 0 & \frac{u_{\bar{z}}}{2}
\end{array}\right)
$$

こうしても $\partial_{\bar{z}} U(\lambda)-\partial_{z} V(\lambda)=[U(\lambda), V(\lambda)]$ を満たす。そして，これの必要十分条件はやはり $u$ が Tzitzéica方程式の解であることである。 $S^{5} \cong S U(3) / S U(2)$ なの で， $\mathfrak{g}=\mathfrak{s} u(3)$ とおく。 $\epsilon=\exp (2 \pi \sqrt{-1} / 6)$ とし，写像 $\chi: \mathfrak{g} \longrightarrow \mathfrak{g}$ を

$$
\chi(P)=-\operatorname{Ad}\left(\begin{array}{ccc}
-1 & 0 & 0 \\
0 & 0 & \epsilon^{4} \\
0 & \epsilon^{2} & 0
\end{array}\right) \cdot{ }^{t} P, \quad(P \in \mathfrak{g})
$$

で定めると，入は $\mathfrak{g}$ の位数 6 の外部自己同型写像である。 $\chi$ に関して $\mathfrak{g}^{\mathrm{C}}$ を固有空間分解する。 $\mathfrak{g}_{j}$ を $\epsilon^{j}$－固有空間とする $(j=0,1,2,3,4,5)$ 。このとき，

$$
U(\lambda) \in \mathfrak{g}_{1} \oplus \mathfrak{g}_{0}, \quad V(\lambda) \in \mathfrak{g}_{5} \oplus \mathfrak{g}_{0}
$$

となっている。いま，ループ代数

$$
\Lambda \mathfrak{g}_{\chi}^{\mathbf{C}}=\left\{\xi: S^{1} \rightarrow \mathfrak{g}^{\mathbf{C}} \mid \xi(\epsilon \lambda)=\chi \xi(\lambda) \text { for all } \lambda \in S^{1}\right\}
$$

を考えて，ある $r>\frac{1}{2}$ についてソボレフ $\mathrm{H}^{r}$ 位相を入れておく。上で定義した $\Lambda \mathfrak{g}_{\chi}^{\mathrm{C}}$ の実形（real form）$\Lambda \mathfrak{g}_{\chi}=\left\{\xi \in \Lambda \mathfrak{g}_{\chi}^{\mathrm{C}} \mid \xi: S^{1} \rightarrow \mathfrak{g}\right\}$ の元 $\xi$ を Fourier 分解して

$$
\xi=\sum_{j \in \mathbf{Z}} \xi_{j} \lambda^{j}
$$

と書くとき，$\xi_{j} \in \mathfrak{g}_{[j]},[j] \equiv j \bmod 6$ である。いま微分方程式

$$
\begin{equation*}
d F(\lambda)=F(\lambda)(U(\lambda) d z+V(\lambda) d \bar{z}) \tag{5.16}
\end{equation*}
$$

を考える。正の奇数 $d \equiv 1 \bmod 2$ に対して，$\Lambda \mathfrak{g}_{\chi}$ の有限次元部分空間として

$$
\Lambda_{d}=\left\{\xi=\sum_{j} \xi_{j} \lambda^{j} \in \Lambda \mathfrak{g}_{\chi} \mid \xi_{j}=0 \text { for }|. j|>d\right\}
$$

を考える。
「定義」 $\xi: M \longrightarrow \Lambda_{d}$ は微分方程式

$$
\begin{equation*}
d \xi=[\xi, U(\lambda) d z+V(\lambda) d \bar{z}] \tag{5.17}
\end{equation*}
$$

を満たすとする。このとき，微分方程式 $\Phi_{\lambda}^{-1} d \Phi_{\lambda}=U(\lambda) d z+V(\lambda) d \bar{z}$ は解けること がわかる。ある $\lambda \in S^{1}$ に対して，$\Phi_{\lambda}$ が $s_{0}: M \longrightarrow S^{5}$ の unitary frame になって いるとき，$s_{0}$ は有限型であるという。
$\lambda \in S^{1}$ のとき，またはジェネリックな $\lambda$ に対して（5．16）の解は3つあり，そ れらを $F_{1}, F_{2}, F_{3}$ とすると $\Phi_{\lambda}={ }^{t}\left(F_{1} F_{2} F_{3}\right)$ となっている。（5．17）は $\Phi_{\lambda}^{-1} d \Phi_{\lambda}=$ $U(\lambda) d z+V(\lambda) d \bar{z}$ が解けるための可䅡分条件になっている。そして，適当な初期条件 $\xi(0) \in \Lambda_{d}$ をとり $\xi={\operatorname{Ad} \Phi_{\lambda}^{-1} \xi(0) \text { と書けることが分かる。 }}^{\text {を }}$

「定義」 $s_{0}: M \longrightarrow S^{5}$ は有限型であるとする。 $\lambda, \mu \in \mathbf{C}$ に対して $\operatorname{det}(\xi(\lambda)-\mu I)=$ 0 で定義される $\mathbf{C}^{2}$ 内の affine 曲線をスペクトル曲線という。
$\xi(\lambda)=\operatorname{Ad} \Phi_{\lambda}^{-1} \xi(0)$ であるから，スペクトル曲線は $z, \bar{z}$ に依存しない。初期条件 として

$$
\xi(0)=\left.\lambda U\right|_{z=0}+\left.\lambda^{-1} V\right|_{z=0} \in \lambda \mathfrak{g}_{1}+\lambda^{-1} \mathfrak{g}_{5} \subset \Lambda \mathfrak{g}_{\chi}
$$

をとる。我々が得たTzitzéica方程式の特殊解は $e^{u(0)}=\frac{\alpha}{2}, u_{x}(0)=0$ を両たしたか ら，$\beta=\sqrt{\frac{\alpha}{2}}$ とおくとき

$$
\xi(0)=\left(\begin{array}{ccc}
0 & -\lambda^{-1} \beta & -\lambda \beta \\
\lambda \beta & 0 & \lambda^{-1} \beta^{-2} \\
\lambda^{-1} \beta & -\beta^{-2} \lambda & 0
\end{array}\right) .
$$

従って， $\operatorname{det}(\xi(0)-\mu I)=-\mu^{3}-\lambda^{-3}+\lambda^{3}-\beta^{2} \mu-\beta^{2} \mu-\beta^{-4} \mu=0$ より

$$
\begin{equation*}
\check{\mathcal{C}}: \mu^{3}+2 a \mu=\lambda^{3}-\lambda^{-3} \tag{5.18}
\end{equation*}
$$

を得る。ここで， $2 \beta^{2}+\beta^{-4}=\alpha+\frac{4}{\alpha^{2}}=2 a$ を用いた。このaffine 曲線を無限遠点 $\mu=\infty$ を付け加えてコンパクト化しコンパクト・リーマン面と考える。C゙ の種数 を訃算したいが，その前に Riemann－Hurwitz 公式について述べる。

## ［5．4］Riemann－Hurwitz 公式

コンパクト Riemann面 $\mathcal{C}_{1}, \mathcal{C}_{2}$ に対して $\pi: \mathcal{C}_{1} \longrightarrow \mathcal{C}_{2}$ を定値でない正則写像とす る。任意の点 $P \in \mathcal{C}_{2}$ に対して $\#\left\{\pi^{-1}(P)\right\}$ は重複度も勘定に入れれば点 $P$ に依 らない。この \＃$\left\{\pi^{-1}(P)\right\}$ を $\pi$ の次数とよび $\operatorname{deg}(\pi)$ で表す。 $\pi$ の微分が 0 になる ような点 $\hat{P} \in \mathcal{C}_{1}$ を分岐点とよぶ。いま，$\hat{P}$ を分岐点とし $P=\pi(\hat{P})$ とおく。 $\hat{P}, P$ の回りの局所座標系を，それぞれ，$\nu, \lambda$ とするとき $\lambda=\nu^{m}$ と書ける。分岐点の場合，$m$ は $m \geqq 2$ なる整数である。 $m-1$ を $\pi$ の点 $\hat{P}$ における分岐度という。

$$
\begin{equation*}
R_{\pi}=\sum_{\hat{P} \in \mathcal{C}_{1}}(m(\hat{P})-1) \hat{P} \tag{5.19}
\end{equation*}
$$

とおいて $\pi$ の分岐因子（ramification divisor）という。実際，コンパクト Riemann面の分岐点は有限個であり，また，分岐点以外の点 $\hat{Q} \in \mathcal{C}_{1}$ では $m(\hat{Q})=1$ であるか ら（5．19）は有限個の点の形式和になる。

$$
\begin{equation*}
\operatorname{deg}\left(R_{\pi}\right)=\sum_{\hat{P} \in \mathcal{C}_{1}}(m(\hat{P})-1) \tag{5.20}
\end{equation*}
$$

と書いて，分岐因子の次数という。さて， $\operatorname{genus}\left(\mathcal{C}_{j}\right)=g_{j},(j=1,2)$ とするとき，

$$
\begin{equation*}
2 g_{1}-2=\operatorname{deg}(\pi)\left(2 g_{2}-2\right)+\operatorname{deg}\left(R_{\pi}\right) \tag{5.21}
\end{equation*}
$$

が成り立つ。これをRiemann－Hurwitz 公式という。
さて，（5．18）の種数を訃算しよう。射影 $\pi: \mathcal{C} \ni(\mu, \lambda) \rightarrow \lambda \in \mathbf{C} P^{1}$ を考える。こ の $\pi$ の分岐度を求める。 $(\mu-a(\lambda))^{2}(\mu-b(\lambda))=0$ となる $(\mu, \lambda)$ が分岐点である。展開して（5．18）と比較すれば

$$
\begin{cases}2 a(\lambda)+b(\lambda) & =0 \\ 2 a(\lambda) b(\lambda)+a^{2}(\lambda) & =2 a \\ a^{2}(\lambda) b(\lambda) & =\lambda^{3}-\lambda^{-3}\end{cases}
$$

であるから，第 1 式より $b(\lambda)=-2 a(\lambda)$ ，これと第 2 式より $a^{2}(\lambda)=-\frac{2}{3} a$ ，第 1 式と第 3 式より $-2 a^{3}(\lambda)=\lambda^{3}-\lambda^{-3}$ である。これらより

$$
\left(\lambda^{3}-\lambda^{-3}\right)^{2}=4 a^{6}(\lambda)=-\frac{32}{27} a^{3}
$$

を得る。これは，入の 12 次多項式であるから，重複度も込めて 12 個の解がある。 よって， $\operatorname{deg}\left(R_{\pi}\right)=12$ である。 $\mathcal{C}_{2}=\mathbf{C} P^{1}$ のとき $g_{2}=0$ であり， $\operatorname{deg}(\pi)=3$（ジェネ リックな $\lambda$ に対して（5．18）を満たす $\mu$ は 3 つある）であるから，Riemann－Hurwitz公式より

$$
2 g(\breve{\mathcal{C}})-2=3(2 \cdot 0-2)+12=6
$$

より，$g(\breve{\mathcal{C}})=4$ であることがわかる。さらに，正則写像 $\gamma: \breve{\mathcal{C}} \ni(\mu, \lambda) \rightarrow(\mu, \nu) \in \hat{\mathcal{C}}$ を $\nu=\lambda^{3}$ で定めると，$\hat{\mathcal{C}}$ の各点に対して $\breve{C}$ の点は必ず 3 点ずつあるので， $\operatorname{deg}\left(R_{\gamma}\right)=0$ である。また $\operatorname{deg}(\gamma)=3$ であるから，Riemann－Hurwitz 公式より

$$
2 \cdot 4-2=3(2 g(\hat{\mathcal{C}})-2)+0
$$

従って，$g(\hat{\mathcal{C}})=2$ である。種数が 2 であるコンパクト・リーマン面は超惰円曲線 （hyperelliptic curve）で表せることが知られている。すなわち

$$
\begin{equation*}
\hat{\mathcal{C}}: \mu^{3}+2 a \mu=\nu-\nu^{-1} \tag{5.22}
\end{equation*}
$$

は超楕円曲線である。これを標準形に変換しよう。

$$
\left(\nu+\nu^{-1}\right)^{2}=\left(\nu-\nu^{-1}\right)^{2}+4=\left(\mu^{3}+2 a \mu\right)^{2}+4
$$
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より，$\widetilde{\nu}=\nu+\nu^{-1}$ とおけば

$$
\widetilde{\nu}^{2}=\left(\mu^{3}+2 a \mu\right)^{2}+4=\left(\mu^{3}+2 a \mu+2 \sqrt{-1}\right)\left(\mu^{3}+2 a \mu-2 \sqrt{-1}\right)
$$

より

$$
\begin{equation*}
\hat{\mathcal{C}}: \widetilde{\nu}^{2}=\prod_{j=1}^{3}\left(\mu-\mu_{j}\right)\left(\mu+\mu_{j}\right) \tag{5.23}
\end{equation*}
$$

を得る。 $\hat{\mathcal{C}}$ は正則対合（holomorphic involution）$\sigma(\mu, \widetilde{\nu})=(-\mu,-\widetilde{\nu})$ と反正則対合 （anti－holomorphic involution）$\rho(\mu, \widetilde{\nu})=(-\bar{\mu}, \overline{\widetilde{\nu}})$ を許容する。無限遠点 $\mu=\infty$ で

の形を見るために，

$$
\begin{cases}u=\mu^{-1}  \tag{5.24}\\ v & =\mu^{-3} \widetilde{\nu}\end{cases}
$$

とおくと，

$$
\begin{equation*}
v^{2}=4 u^{6}+4 a^{2} u^{4}+4 a u^{2}+1 \tag{5.25}
\end{equation*}
$$

を得る。（5．23）と（5．25）を貼り合わせて作ったコンパクト・リーマン面が $\hat{C}$ であ る。 $u=0$ のとき，$v \pm 1$ であるから，$(u, v)$ 座標で

$$
\begin{equation*}
\hat{P}_{0}=(0,1), \quad \hat{P}_{\infty}=(0,-1) \tag{5.26}
\end{equation*}
$$

とする。

$$
\begin{equation*}
\sigma\left(\hat{P}_{0}\right)=\hat{P}_{0}, \quad \sigma\left(\hat{P}_{\infty}\right)=\hat{P}_{\infty}, \quad \rho\left(\hat{P}_{0}\right)=\hat{P}_{\infty} \tag{5.27}
\end{equation*}
$$

を満たす。§3 で導人した惰円曲線 $\mathcal{C}^{0}$ を思い出そう。 2 重被覆写像 $\varphi: \hat{\mathcal{C}} \rightarrow \mathcal{C}^{0}$ を

$$
\begin{equation*}
\zeta=\frac{1}{2}\left(2 a+\mu^{2}\right), \quad \widetilde{B}=-\sqrt{-1} \widetilde{\nu} \tag{5.28}
\end{equation*}
$$

で定義する。人 $\mathfrak{C}$ の標準的ホモロジー基底 $\left\{\hat{a}_{1}, \hat{a}_{2}, \hat{b}_{1}, \hat{b}_{2}\right\}$ を

$$
\begin{equation*}
\varphi^{*} a_{1}^{0}=\hat{a}_{1}+\hat{a}_{2}, \varphi^{*} b_{1}^{0}=\hat{b}_{1}+\hat{b}_{2}, \sigma\left(\hat{a}_{1}\right)=-\hat{a}_{2}, \sigma\left(\hat{b}_{1}\right)=-\hat{b}_{2} \tag{5.29}
\end{equation*}
$$

を満たすように選ぶ（Figure 1 を参照）。 $\mu_{j}=\sqrt{-1} r_{j},(j=1,2,3)$ であり，$-r_{1}<$ $r_{2}<r_{3}<0<-r_{3}<-r_{2}<r_{1}$ となっている。

## $6 \hat{\mathcal{C}}$ のJacobian トーラス $J(\hat{\mathcal{C}})$ への Prym－Abel 写像

$\mathrm{H}^{1}(\hat{\mathcal{C}}, \mathbf{C})$ の基底 $\left\{\hat{w}_{1}, \hat{w}_{2}\right\}$ で，$\hat{\mathcal{C}}$ の Riemann 周期行列が $(2 \pi \sqrt{-1} \hat{T})$ となるも のを構成する。ただし，$\hat{T}=\left(\hat{T}_{i j}\right)$ と表すとき $\hat{T}_{i j}=\int_{\hat{b}_{i}} \hat{w}_{j},(i, j=1,2)$ である。 $\Lambda=\operatorname{Span}_{\mathbf{z}}\{2 \pi \sqrt{-1}, \hat{T}\}$ とおくと $J(\hat{\mathcal{C}})=\mathbf{C}^{2} / \Lambda$ が $\hat{\mathcal{C}}$ の Jacobian トーラスである。「 $\left\{\hat{w}_{1}, \hat{w}_{2}\right\}$ の構成」

まず，よく知られた $\mathrm{H}^{1}(\hat{\mathcal{C}}, \mathbf{C})$ の基底から始める。超楕円曲線
$\hat{\mathcal{C}}: \widetilde{\nu}^{2}=\prod_{j=1}^{3}\left(\mu-\mu_{j}\right)\left(\mu+\mu_{j}\right)$ に対して

$$
\begin{equation*}
u_{1}=\frac{d \mu}{\widetilde{\nu}}, \quad u_{2}=\frac{\mu d \mu}{\widetilde{\nu}} \tag{6.1}
\end{equation*}
$$

は $\mathrm{H}^{1}(\hat{\mathcal{C}}, \mathbf{C})$ の 1 つの基底である。
$\because \widetilde{\nu}=\sqrt{\prod_{j=1}^{3}\left(\mu-\mu_{j}\right)\left(\mu+\mu_{j}\right)}$ であるから，$\mu= \pm \mu_{j}(j=1,2,3)$ と $\mu=\infty$ にお ける正則性をみる。点 $\mu=\mu_{j}$ の回りで $z=\sqrt{\mu-\mu_{j}}$ という座標を導人する。この とき，$z^{2}=\mu-\mu_{j}, 2 z d z=d \mu$ であるから

$$
u_{1}=\frac{2 z d z}{z \sqrt{\left(\mu+\mu_{j}\right) \prod_{k \neq j}\left(\mu-\mu_{k}\right)\left(\mu+\mu_{k}\right)}}=\frac{2 d z}{\sqrt{\left(\mu+\mu_{j}\right) \prod_{k \neq j}\left(\mu-\mu_{k}\right)\left(\mu+\mu_{k}\right)}}
$$

となり，$z=0$ ，すなわち $\mu=\mu_{j}$ で正則である。同様に $u_{2}$ も明らかに $\mu=\mu_{j}$ で正則である。 $\mu=-\mu_{j}$ についても同様である。また，$\mu=\infty$ の回りでは $z=\mu^{-1}$ と いう座慓を導入する。このとき，$\mu=z^{-1}, d \mu=-z^{-2} d z$ であるから

$$
\left\{\begin{array}{l}
u_{1}=\frac{-z^{-2} d z}{\sqrt{\prod_{j=1}^{3}\left(z^{-1}-\mu_{j}\right)\left(z^{-1}+\mu_{j}\right)}}= \pm \frac{z d z}{\sqrt{\prod_{j=1}^{3}\left(1-\mu_{j} z\right)\left(1+\mu_{j} z\right)}} \\
u_{2}= \pm \frac{\sqrt{\prod_{j=1}^{3}\left(1-\mu_{j} z\right)\left(1+\mu_{j} z\right)}}{}
\end{array}\right.
$$

であるから，$u_{1}$ は $\mu=\infty$ で 0 で特に正則，$u_{2}$ も $\mu=\infty$ で正則であること がわかる。従って，$u_{1}, u_{2}$ は $\hat{\mathcal{C}}$ 上の正則微分形式である。また，$\mu=\infty$ で $u_{1}=$ $0, u_{2} \neq 0$ であるから 1 次独立であることもわかる。一方で，Riemann－Roch の定理 より $\operatorname{dim}_{\mathbf{C}} \mathrm{H}^{1}(\hat{\mathcal{C}}, \mathbf{C})=2 \operatorname{genus}(\hat{\mathcal{C}})-2=2$ であるから，$\left\{u_{1}, u_{2}\right\}$ は $\mathrm{H}^{1}(\hat{\mathcal{C}}, \mathbf{C})$ の基底 である。
惰円曲線 $\mathcal{C}^{0}$ では $w_{1}^{0}=\frac{\pi \sqrt{-1}}{\omega_{0}} \frac{d \zeta}{\widetilde{B}}$ が基底であった。 2 重被覆写像 $\varphi: \hat{\mathcal{C}} \longrightarrow \mathcal{C}^{0}$ に より $w_{1}^{0}$ を $\hat{\mathcal{C}}$ 上に引き戻す ：

$$
\begin{equation*}
\varphi^{*} w_{1}^{0}=\frac{\pi \sqrt{-1}}{\omega_{0}} \frac{\mu d \mu}{-\sqrt{-1} \widetilde{\nu}}=-\frac{\pi}{\omega_{0}} \frac{\mu d \mu}{\widetilde{\nu}}=-\frac{\pi}{\omega_{0}} u_{2} . \tag{6.2}
\end{equation*}
$$

よって，$\hat{w}_{1}+\hat{w}_{2}=-\frac{\pi}{\omega_{0}} u_{2}$ を満たす $\left\{\hat{w}_{1}, \hat{w}_{2}\right\}$ を構成できれば，$\varphi^{*} u_{1}^{0}=\hat{w}_{1}+\hat{w}_{2}$ と いう関係式が得られることがわかる。いま，$\sigma^{*} u_{1}=u_{1}, \sigma^{*} u_{2}=-u_{2}$ であることに注意しょう。 $C_{i j}=\int_{\hat{a}_{i}} u_{j},(i, j=1,2)$ とおく。このとき次が成り立つことが分かる。

$$
\left\{\begin{aligned}
C_{11} & =\int_{\hat{a}_{1}} u_{1}=\int_{\sigma\left(\hat{a}_{1}\right)} \sigma^{*} u_{1}=-\int_{\hat{a}_{2}} u_{1}=-C_{21} \\
C_{12} & =\int_{\hat{a}_{1}} u_{2}=\int_{\sigma\left(\hat{a}_{1}\right)} \sigma^{*} u_{2}=\int_{\hat{a}_{2}} u_{2}=C_{22}
\end{aligned}\right.
$$

ここで，（6．2）より

$$
-\frac{\pi}{\omega_{0}} \int_{\hat{a}_{1}} u_{2}=\int_{\hat{a}_{1}} \varphi^{*} w_{1}^{0}=\int_{\varphi\left(\hat{a}_{1}\right)} w_{1}^{0}=\int_{a_{1}^{0}} w_{1}^{0}=2 \pi \sqrt{-1}
$$

であるから，つぎが得られる：

$$
\begin{equation*}
C_{12}=C_{22}=-2 \omega_{0} \sqrt{-1} \tag{6.3}
\end{equation*}
$$

ここで，$C_{11} \neq 0$ であることを示そう。
$\because$ Riemannの不等式（これは後で示す）より

$$
\sqrt{-1} \sum_{j=1}^{2}\left\{\left(\int_{\hat{a}_{j}} u_{1}\right) \overline{\left(\int_{\hat{b}_{j}} u_{1}\right)}-\overline{\left(\int_{\hat{a}_{j}} u_{1}\right)}\left(\int_{\hat{b}_{j}} u_{1}\right)\right\} \geqq 0
$$

が成り立ち，等号成立の必要十分条件は $u_{1}=0$ である。これに上で訃算した $C_{i j}$ の関係式を代入すると

$$
\sqrt{-1}\left\{C_{11}\left(\overline{\int_{\hat{b}_{1}} u_{1}}-\overline{\int_{\hat{b}_{2}} u_{1}}\right)-\overline{C_{11}}\left(\int_{\hat{b}_{1}} u_{1}-\int_{\hat{b}_{2}} u_{1}\right)\right\} \geqq 0
$$

これより，もし $C_{11}=0$ ならば Riemannの不等式で等号が成立，従って，$u_{1}=0$ と なり矛盾である。よ口て，$C_{11} \neq 0$ である

ここで $A, B, C, D$ を定数として

$$
\hat{w}_{1}=A u_{1}+B u_{2}, \quad \hat{w}_{2}=C u_{1}+D u_{2},
$$

とおいて，$\hat{\mathcal{C}}$ の Riemann 周期行列が $(2 \pi \sqrt{-1} \hat{T})$ となるように定数 $A, B, C, D$ を定める。（6．3）より

$$
\begin{aligned}
2 \pi \sqrt{-1} & =\int_{\hat{a}_{1}} \hat{w}_{1}=A C_{11}+B C_{12}=A C_{11}-2 \omega_{0} \sqrt{-1} B, \\
0 & =\int_{\hat{a}_{2}} \hat{w}_{1}=A C_{21}+B C_{22}=-A C_{11}-2 \omega_{0} \sqrt{-1} B,
\end{aligned}
$$

より，$A=\frac{\pi \sqrt{-1}}{C_{11}}, B=-\frac{\pi}{2 \omega_{0}}$ を得る。同様にして， $\int_{\hat{a}_{1}} \hat{w}_{2}=0, \int_{\hat{a}_{2}} \hat{w}_{2}=2 \pi \sqrt{-1}$ より $C=-\frac{\pi \sqrt{-1}}{C_{11}}, D=-\frac{\pi}{2 \omega_{0}}$ を得る。以上よりつぎを得る：

$$
\begin{cases}\hat{w}_{1}=\frac{\pi \sqrt{-1}}{C_{11}}\left(u_{1}-\frac{C_{11}}{2 \sqrt{-1} \omega_{0}} u_{2}\right),  \tag{6.4}\\ \hat{w}_{2}= & \frac{\pi \sqrt{-1}}{C_{11}}\left(-u_{1}-\frac{C_{11}}{2 \sqrt{-1} \omega_{0}} u_{2}\right), \\ \text { s.t. } & \hat{w}_{1}+\hat{w}_{2}=-\frac{\pi}{\omega_{0}} u_{2} .\end{cases}
$$

従って（6．2）より

$$
\begin{equation*}
\varphi^{*} w_{1}^{0}=\hat{w}_{1}+\hat{w}_{2}, \quad \sigma^{*} \hat{w}_{1}=-\hat{w}_{2} . \tag{6.5}
\end{equation*}
$$

$$
\begin{aligned}
\text { つぎに, } T_{j} & =\int_{\hat{b}_{j}}\left(\hat{w}_{1}-\hat{w}_{2}\right),(j=1,2) \text { とおく。すると } \\
T_{1} & =\int_{\hat{b}_{1}}\left(\hat{w}_{1}-\hat{w}_{2}\right)=\int_{\sigma\left(\hat{b}_{1}\right)} \sigma^{*}\left(\hat{w}_{1}-\hat{w}_{2}\right)=-\int_{\hat{b}_{2}}\left(-\hat{w}_{2}+\hat{w}_{1}\right)=-T_{2}
\end{aligned}
$$

であるから，$T:=T_{1}=-T_{2}$ とおく。ここで，$\sigma\left(\hat{b}_{1}\right)=-\hat{b}_{2}, \sigma^{*} \hat{w}_{1}=-\hat{w}_{2}$ を用いると $\hat{T}_{11}=\hat{T}_{22}, \hat{T}_{12}=\hat{T}_{21}$ がわかる。そこで

$$
\int_{\hat{b}_{1}}\left(\hat{w}_{1}+\hat{w}_{2}\right)=\int_{\hat{b}_{1}} \varphi^{*} w_{1}^{0}=\int_{\varphi\left(\hat{b}_{1}\right)} u_{1}^{0}=\int_{b_{1}^{0}} w_{1}^{0}=\Pi
$$

より，つぎが得られる：

$$
\begin{equation*}
\hat{T}_{11}=\hat{T}_{22}=\frac{1}{2}(\Pi+T), \quad \hat{T}_{12}=\hat{T}_{21}=\frac{1}{2}(\Pi-T) \tag{6.6}
\end{equation*}
$$

$\hat{\mathcal{C}}$ のサイクルは $\sigma$ の作用を保ったまま，つぎが成り立つように選ぶことができる：

$$
\left\{\begin{array}{l}
\rho\left(\hat{a}_{j}\right)=-\hat{a}_{j},  \tag{6.7}\\
\rho\left(\hat{b}_{j}\right)=\hat{b}_{j}, \quad(j=1,2)
\end{array}\right.
$$

これは，$\hat{\mathcal{C}}$ が $M$－curve と呼ばれるものになっていて，$\rho$ の固定点集合の連結成分は 3 つあることが知られている（［1］）。そのうちの 2 つを $\hat{b}_{1}, \hat{b}_{2}$ ととればよい。詳しく はFigure1 を参照のこと。

## $「 C_{11}$ と $\Pi$ は実数であること」

まず $\overline{\rho^{*} u_{1}}=-u_{1}, \overline{\rho^{*} u_{2}}=u_{2}$ に注意する。すると

$$
\overline{C_{11}}=\overline{\int_{\hat{a}_{1}} u_{1}}=-\int_{\hat{a}_{1}} \rho^{*} u_{1}=-\int_{\rho\left(\hat{a}_{1}\right)} u_{1}=\int_{\hat{a}_{1}} u_{1}=C_{11}
$$

より $C_{11}$ は実数である。つぎに，$\Pi$ が実数であることは $\S 4$ で示してあるが，（6．7） の関係式を用いて示しておこう。

$$
\bar{\Pi}=\overline{\int_{\hat{b}_{1}}\left(\hat{w}_{1}+\hat{w}_{2}\right)}=\int_{\rho\left(\hat{b}_{1}\right)} \overline{\left(\hat{w}_{1}+\hat{w}_{2}\right)}=\int_{\hat{b}_{1}} \overline{\rho^{*}\left(\hat{w}_{1}+\hat{w}_{2}\right)}=\int_{\hat{b}_{1}}\left(\hat{w}_{1}+\hat{w}_{2}\right)=\Pi
$$

より $\Pi$ も実数であることが示される。実際，$\omega_{0}=\frac{K(p)}{\sqrt{2} \sqrt{\zeta_{3}-\zeta_{1}}}, \omega_{0}^{\prime}=\frac{\sqrt{-1} K^{\prime}(p)}{\sqrt{2} \sqrt{\zeta_{3}-\zeta_{1}}}$ であり，$\Pi=2 \pi \sqrt{-1} \frac{\omega_{0}^{\prime}}{\omega_{0}}=-2 \pi \frac{K^{\prime}(p)}{K(p)} \in \mathbf{R}$ である。

「Prym－Abel 写像 $\mathcal{B}: \hat{\mathcal{C}} \longrightarrow \operatorname{Prym}(\hat{\mathcal{C}})$ 」
点 $\hat{P} \in \hat{\mathcal{C}}$ に対して

$$
\mathcal{B}(\hat{P})=\int_{\hat{P}_{0}}^{\hat{P}}\left(\hat{w}_{1}+\hat{w}_{2}\right)
$$

を考える。ここで，$(u, v)$ 座標で $\hat{P}_{0}=(0,1)$ である。いま $\hat{P} \longrightarrow \hat{P}+m_{j} \hat{a}_{j}+$ $n_{j} \hat{b}_{j}$ と変えると， $\mathcal{B}(\hat{P}) \longrightarrow \mathcal{B}(\hat{P})+2 \pi \sqrt{-1} m_{j}+\Pi n_{j}$ と変化する。そこで，$\Gamma=$ $\operatorname{Span}_{\mathbf{Z}}\{2 \pi \sqrt{-1}, \Pi\}$ とおくと写像 $\mathcal{B}$ の像は $\mathbf{C} / \Gamma \cong \mathcal{C}^{0}$ である。この $\mathbf{C} / \Gamma$ をPrym－ Abel多様体とよび， $\operatorname{Prym}(\hat{C})$ で表す。また，写像 $\mathcal{B}$ を Prym－Abel 写像とよぶ。以上より，Prym－Abel 写像 $\mathcal{B}: \hat{\mathcal{C}} \longrightarrow \operatorname{Prym}(\hat{\mathcal{C}}) \cong \mathcal{C}^{0}$ を得た。

## ［6．1］Prym－Abel 写像の性質

種数1のコンパクト・リーマン面の標準サイクル $\left\{\hat{a}_{1}, \hat{b}_{1}\right\}$ をとり，そのサイクル に沿って切り開き平行四辺形を $\hat{a}_{1} \hat{b}_{1} \hat{a}_{1}^{-1} \hat{b}_{1}^{-1}$ と表す（Figure2を参照）。種数2のコ ンパクト・リーマン面 $\hat{\mathcal{C}}$ の標準サイクル $\left\{\hat{a}_{1}, \hat{b}_{1}, \hat{a}_{2}, \hat{b}_{2}\right\}$ に沿って切り開くと単連結な領域 $\hat{\mathcal{C}}^{0}$ ができてその境界 $\partial \hat{\mathcal{C}}^{0}$ は

$$
\partial \hat{\mathcal{C}}^{0}=\hat{a}_{1} \hat{b}_{1} \hat{a}_{1}^{-1} \hat{b}_{1}^{-1} \hat{a}_{2} \hat{b}_{2} \hat{a}_{2}^{-1} \hat{b}_{2}^{-1}
$$

である（Figure3を参照）。
点 $\hat{P}$ を $\hat{a}_{1}$ 上にとる。対応する $\hat{a}_{1}^{-1}$ 上の点を $\hat{P}^{-}$で表す。点 $\hat{P}$ も $\hat{P}^{-}$も $\hat{\mathcal{C}}$ の点としては同じ点である。さて，$\hat{P} \in \hat{a}_{1}$ のとき $\hat{P}^{-} \in \hat{a}_{1}^{-1}$ であり，$\partial \hat{\mathcal{C}}^{0}$ における $\hat{a}_{1}$ の終点を $\hat{a}_{1}(1), \hat{a}_{1}^{-1}$ の始点を $\hat{a}_{1}^{-1}(0)$ で表す。 $\hat{\mathcal{C}}$ の点としては $\hat{a}_{1}(1)=\hat{a}_{1}^{-1}(0)$ であ る。これより
$\mathcal{B}\left(\hat{P}^{-}\right)=\int_{\hat{P}_{0}}^{\hat{P}}\left(\hat{w}_{1}+\hat{w}_{2}\right)+\int_{\hat{P}}^{\hat{a}_{1}(1)}\left(\hat{w}_{1}+\hat{w}_{2}\right)+\int_{\hat{b}_{1}}\left(\hat{w}_{1}+\hat{w}_{2}\right)+\int_{\hat{a}_{1}^{-1}(0)}^{\hat{P}^{-}}\left(\hat{w}_{1}+\hat{w}_{2}\right)$

$$
\begin{equation*}
=\mathcal{B}(\hat{P})+\int_{\hat{b}_{1}}\left(\hat{w}_{1}+\hat{w}_{2}\right)=\mathcal{B}(\hat{P})+\Pi \tag{6.8}
\end{equation*}
$$

を得る。 $\hat{P} \in \hat{a}_{2}$ でも同じ式が成り立つ。つぎに，$\hat{P} \in \hat{b}_{1}$ のとき，$\hat{P}^{-} \in \hat{b}_{1}^{-1}$ であり， $\hat{\mathcal{C}}$ 上の点としては同じ点である。そして

$$
\begin{equation*}
\mathcal{B}\left(\hat{P}^{-}\right)=\int_{\hat{P}_{0}}^{\hat{P}}\left(\hat{w}_{1}+\hat{w}_{2}\right)+\int_{\hat{P}}^{\hat{b}_{1}(1)}\left(\hat{w}_{1}+\hat{w}_{2}\right)+\int_{\hat{a}_{1}^{-1}}\left(\hat{w}_{1}+\hat{w}_{2}\right)+\int_{\hat{b}_{1}^{-1}(0)}^{\hat{P}^{-}}\left(\hat{w}_{1}+\hat{w}_{2}\right) \tag{6.9}
\end{equation*}
$$

$$
=\mathcal{B}(\hat{P})-\int_{\hat{a}_{1}}\left(\hat{w}_{1}+\hat{w}_{2}\right)=\mathcal{B}(\hat{P})-2 \pi \sqrt{-1}
$$

Figure2


Figure3


## ［6．2］Reciprocity Laws

$\mathcal{W}_{i}(\hat{P})=\int_{\hat{P}_{0}}^{\hat{P}} \hat{w}_{i},(i=1,2)$ とおく。 $\mathcal{B}(\hat{P})=\mathcal{W}_{1}(\hat{P})+\mathcal{W}_{2}(\hat{P})$ である。 $\hat{\omega}$ を Abel微分形式で正規化されたもの，すなわち， $\int_{\hat{a}_{j}} \hat{\omega}=0,(j=1,2)$ を満たすものとする。 $\mathcal{W}_{i}^{-}(\hat{P})=\int_{\hat{P}_{0}}^{\hat{P}^{-}} \hat{w}_{i}$ とおく。 $\mathcal{B}$ を $\mathcal{W}_{i},(i=1,2)$ に置き換えても（6．8），（6．9）に相当す るものが得られることに注意しよう。このとき，（6．8），（6．9）を $\mathcal{W}_{i}$ で読みかえれば

$$
\begin{align*}
\int_{\partial \hat{\mathcal{C}}^{0}} \mathcal{W}_{i} \hat{\omega} & =\sum_{j=1}^{2}\left\{\int_{\hat{a}_{j}} \mathcal{W}_{i} \hat{\omega}+\int_{\hat{b}_{j}} \mathcal{W}_{i} \hat{\omega}+\int_{\hat{a}_{j}^{-1}} \mathcal{W}_{i} \hat{\omega}+\int_{\hat{b}_{j}^{-1}} \mathcal{W}_{i} \hat{\omega}\right\} \\
& =\sum_{j=1}^{2}\left\{\int_{\hat{a}_{j}}\left(\mathcal{W}_{i}-\mathcal{W}_{i}^{-}\right) \hat{\omega}+\int_{\hat{b}_{j}}\left(\mathcal{W}_{i}-\mathcal{W}_{i}^{-}\right) \hat{\omega}\right\}  \tag{6.10}\\
& =\sum_{j=1}^{2}\left\{-\int_{\hat{b}_{j}} \hat{\psi}_{i} \int_{\hat{a}_{j}} \hat{\omega}+2 \pi \sqrt{-1} \delta_{i j} \int_{\hat{b}_{j}} \hat{\omega}\right\} \\
& =2 \pi \sqrt{-1} \int_{\hat{b}_{i}} \hat{\omega}
\end{align*}
$$

となる。
［Case1］$\hat{\omega}\left(\hat{P}_{0}, 2\right)=\left(-\frac{1}{z^{2}}+O(1)\right) d z$ という形の正規化された第 2 種の Abel微分形式の場合。 $z$ は $\hat{P}_{0}$ の回りの局所座標系である。 $\mathcal{W}_{i}$ は正則微分形式の積分であ るから，$z=0$ の回りで $\mathcal{W}_{i}(\hat{P})=\sum_{k=0}^{\infty} a_{k} z^{k}$ と表せる。

$$
\mathcal{W}_{i} \hat{\omega}\left(\hat{P}_{0}, 2\right)=\left(-\frac{a_{0}}{z^{2}}-\frac{a_{1}}{z}+O(1)\right) d z
$$

であるから，留数定理より $\int_{\partial \hat{c}^{0}} \mathcal{W}_{i} \hat{\omega}\left(\hat{P}_{0}, 2\right)=-2 \pi \sqrt{-1} a_{1}$ である。従って，（6．10） より

$$
\begin{equation*}
\int_{\hat{b}_{i}} \hat{\omega}\left(\hat{P}_{0}, 2\right)=-a_{1}=-\left.\frac{d \mathcal{W}_{i}}{d z}\right|_{z=0}, \quad(i=1,2) . \tag{6.11}
\end{equation*}
$$

従って，同時につぎもわかる：

$$
\begin{equation*}
\sum_{i=1}^{2} \int_{\hat{b}_{i}} \hat{\omega}\left(\hat{P}_{0}, 2\right)=-\left.\frac{d \mathcal{B}}{d z}\right|_{z=0} . \tag{6.12}
\end{equation*}
$$

［Case2］正規化された第 3 種の Abel微分形式の場合。特に， 2 点 $\hat{p}^{0}, \hat{q}^{0}$ で 1 位の

極を持ち，それぞれの留数が $-1,+1$ である正規化された第 3 種の Abel 微分形式を $\hat{\omega}\left(\hat{p}^{0}, \hat{q}^{0}\right)$ で表す。留数定理より

$$
\int_{\partial \hat{\mathcal{C}}^{0}} \mathcal{W}_{i} \hat{\omega}\left(\hat{p}^{0}, \hat{q}^{0}\right)=2 \pi \sqrt{-1}\left(\mathcal{W}_{i}\left(\hat{q}^{0}\right)-\mathcal{W}_{i}\left(\hat{p}^{0}\right)\right)
$$

であるから，（6．10）より

$$
\begin{equation*}
\int_{\hat{b}_{i}} \hat{\omega}\left(\hat{p}^{0}, \hat{q}^{0}\right)=\int_{\hat{P}_{0}}^{\hat{q}^{0}} \hat{w}_{i}-\int_{\hat{P}_{0}}^{\hat{p}^{0}} \hat{w}_{i}=\int_{\hat{p}^{0}}^{\hat{q}^{0}} \hat{w}_{i} \tag{6.13}
\end{equation*}
$$

が得られる。

## ［6．3］Riemann の不等式

（6．10）において $\hat{\omega}=\overline{\hat{w}_{i}}$ ととる。（6．10）と同様にして

$$
\begin{equation*}
\int_{\partial \hat{C}_{0}} \mathcal{W}_{i} \overline{\hat{w}_{i}}=\sum_{j=1}^{2}\left\{\left(\int_{\hat{a}_{j}}{\hat{\hat{w}_{i}}}\right) \overline{\left(\int_{\hat{b}_{j}} \hat{w}_{i}\right)}-\overline{\left(\int_{\hat{a}_{j}} \hat{w}_{i}\right)}\left(\int_{\hat{b}_{j}} \hat{w}_{i}\right)\right\} \tag{6.14}
\end{equation*}
$$

を得る。一方，Stokes の定理より

$$
\int_{\partial \hat{\mathcal{C}}^{0}} \mathcal{W}_{i} \overline{\hat{u}_{i}}=\int_{\hat{\mathcal{C}}^{0}} d\left(\mathcal{W}_{i} \overline{\hat{u}_{i}}\right)=\int_{\hat{\mathcal{C}}^{0}} \hat{w}_{i} \wedge \overline{\hat{w}_{i}}
$$

であるが，局所正則関数 $f$ と局所座標系を用いて $\hat{w}_{i}=f d z=f d x+\sqrt{-1} f d y$ と表 せるから，

$$
\hat{w}_{i} \wedge \overline{\hat{w}_{i}}=(f d x+\sqrt{-1} f d y) \wedge(\bar{f} d x-\sqrt{-1} \bar{f} d y)=-2 \sqrt{-1}|f|^{2} d x \wedge d y
$$

と（6．14）を併せれば

$$
\begin{equation*}
\sqrt{-1} \sum_{j=1}^{2}\left\{\left(\int_{\hat{a}_{j}} \hat{\psi}_{i}\right) \overline{\left(\int_{\hat{b}_{j}} \hat{\psi}_{i}\right)}-\overline{\left(\int_{\hat{a}_{j}} \hat{\psi}_{i}\right)}\left(\int_{\hat{b}_{j}} \hat{\psi}_{i}\right)\right\}=2 \int_{\hat{\mathcal{C}}^{0}}|f|^{2} d x d y \geqq 0 \tag{6.15}
\end{equation*}
$$

を得る。等号成立の必要十分条件は $f \equiv 0 \Longleftrightarrow \hat{w}_{i} \equiv 0 . \hat{w}_{i}$ は 0 でない正則微分形式であったから，（6．15）の左辺は正でなければならない。系として，$\hat{a}$－周期がすべて 0 ，あるいは，$\hat{b}$－周期がすべて 0 であるような正則微分形式は 0 以外に存在しないこ とが分かる。

## 7 Prym－Abel 写像と $\theta$ 関数の合成関数のzero 点が定める因子

$\mathbf{e} \in \mathbf{C}$ とする。 $\hat{P} \in \hat{\mathcal{C}}$ に対して

$$
f(\hat{P})=\theta(\mathcal{B}(\hat{P})-\mathbf{e})
$$

を考える。fは $\hat{C}$ 上では多亚関数であるが，$\hat{\mathcal{C}}^{0}$ 上では 1 価関数になる。 $f$ の zero点の個数を $n$ とすると，留数定理より

$$
n=\frac{1}{2 \pi \sqrt{-1}} \int_{\partial \hat{\mathcal{C}}^{0}} d \log f=\frac{1}{2 \pi \sqrt{-1}} \sum_{j=1}^{2}\left\{\int_{\hat{a}_{j}+\hat{b}_{j}+\hat{a}_{j}^{-1}+\hat{b}_{j}^{-1}} d \log f\right\}
$$

である。 $\hat{P} \in \hat{a}_{j}$ のとき，（6．8）と（4．2）より

$$
f\left(\hat{P}^{-}\right)=\theta\left(\mathcal{B}\left(\hat{P}^{-}\right)-\mathbf{e}\right)=\theta(\mathcal{B}(\hat{P})+\Pi-\mathbf{e})=\exp \left(-\frac{1}{2} \Pi-\mathcal{B}(\hat{P})+\mathbf{e}\right) f(\hat{P})
$$

である。また，$\hat{P} \in \hat{b}_{j}$ のとき，（6．9）と（4．2）より

$$
f\left(\hat{P}^{-}\right)=\theta\left(\mathcal{B}\left(\hat{P}^{-}\right)-\mathbf{e}\right)=\theta(\mathcal{B}(\hat{P})-2 \pi \sqrt{-1}-\mathbf{e})=\theta(\mathcal{B}(\hat{P})-\mathbf{e})=f(\hat{P})
$$

である。 $f^{-}(\hat{P})=f\left(\hat{P}^{-}\right)$と書いて，まとめると

$$
f^{-}(\hat{P})= \begin{cases}\exp \left(-\frac{1}{2} \Pi-\mathcal{B}(\hat{P})+\mathbf{e}\right) f(\hat{P}) & \left(\hat{P} \in \hat{a}_{1} \text { or } \hat{a}_{2}\right)  \tag{7.1}\\ f(\hat{P}) & \left(\hat{P} \in \hat{b}_{1} \text { or } \hat{b}_{2}\right)\end{cases}
$$

（7．1）を用いて訃算すると

$$
\begin{aligned}
n & =\frac{1}{2 \pi \sqrt{-1}} \sum_{j=1}^{2}\left\{\int_{\hat{a}_{j}} d \log f-\int_{\hat{a}_{j}} d \log f^{-}+\int_{\hat{b}_{j}} d \log f-\int_{\hat{b}} d \log f^{-}\right\} \\
& =\frac{1}{2 \pi \sqrt{-1}} \sum_{j=1}^{2} \int_{\hat{a}_{j}}\left(d \log f-d \log f^{-}\right)
\end{aligned}
$$

となるが，ここで，$\hat{P} \in \hat{a}_{j}$ のとき（7．1）より

$$
\log f(\hat{P})-\log f^{-}(\hat{P})=\frac{1}{2} \Pi+\mathcal{B}(\hat{P})-\mathbf{e}
$$

であるから，$d \mathcal{B}=\hat{w}_{1}+\hat{w}_{2}$ に注意すれば

$$
\begin{equation*}
d \log f-d \log f^{-}=\hat{w}_{1}+\hat{w}_{2}, \quad\left(\hat{P} \in \hat{a}_{j}\right) \tag{7.2}
\end{equation*}
$$

を得る。よって，（7．2）を上の訃算式に代入して

$$
n=\frac{1}{2 \pi \sqrt{-1}} \sum_{j=1}^{2} \int_{\hat{a}_{j}}\left(\hat{w}_{1}+\hat{w}_{2}\right)=\frac{1}{2 \pi \sqrt{-1}} \sum_{j=1}^{2} 2 \pi \sqrt{-1}=2
$$

より $\int$ の zero 点の個数は 2 である。 $\theta$ 関数の性質（4．2）より，$f$ の $\hat{\mathcal{C}}$ 上での zero 点 の個数も同じく 2 個である。

「注意」特に， $\mathbf{e}=\pi \sqrt{-1}$ のときは $\theta\left(\pi \sqrt{-1} \pm \frac{1}{2} \Pi\right)=0$ より，$f$ の zero 点は $\mathcal{B}\left(\hat{p}_{j}^{0}\right)= \pm \frac{1}{2} \Pi(\bmod \Gamma)$ となる 2 点 $\left\{\hat{p}_{1}^{0}, \hat{p}_{2}^{0}\right\}$ である。

いま，$\hat{P}_{j}=\left(\mu_{j}, 0\right),\left(\mu_{j}=\sqrt{-1} r_{j}, j=1,2,3\right)$ とおく。 $\hat{P}=\hat{P}_{j}$ であるとき，$\widetilde{\nu}=0$, よって $\widetilde{B}=0$ であるから，$\wp^{\prime}(z)=0$ となる点 $z$ を求める。 $\gamma^{\prime}(z)=0$ となる点は $\wp$ 関数の周期を $\bmod$ として 3 つあり，$z=z_{1}, z_{2}, z_{3}$ とするとき，

$$
z_{1}=\omega^{\prime}, \quad z_{2}=\omega+\omega^{\prime}, \quad z_{3}=\omega
$$

ととる。 $\zeta_{j}=\eta_{j}+\frac{a}{3}=\wp\left(z_{j}\right)+\frac{a}{3}$ であるから

$$
\begin{aligned}
& \hat{P}=\hat{P}_{j} \Longleftrightarrow \mu=\mu_{j} \Longrightarrow \zeta=\zeta_{j} \Longleftrightarrow z=z_{j}\left(\bmod 2 \omega \mathbf{Z}+2 \omega^{\prime} \mathbf{Z}\right) \\
& \hat{P}=\hat{P}_{0} \Longrightarrow \mu=\infty \Longleftrightarrow \zeta=\infty \Longleftrightarrow z=0\left(\bmod 2 \omega \mathbf{Z}+2 \omega^{\prime} \mathbf{Z}\right)
\end{aligned}
$$

を得る。 3 つの点 $\hat{P}=\hat{P}_{1}, \hat{P}_{2}, \hat{P}_{3}$ における $\mathcal{B}(\hat{P})$ の値を求めよう。積分路としては， Figure1 にあるように，$\hat{P}_{0} \longrightarrow \hat{P}_{1} \longrightarrow \hat{P}_{2} \longrightarrow \hat{P}_{3}$ と進み，途中，$\hat{b}_{1}$ の上半分を逆向 きに半周し，$\hat{a}_{1}$ を順路で半周する道を選んで訃算する。

$$
\begin{aligned}
\mathcal{B}\left(\hat{P}_{j}\right) & =\int_{\hat{P}_{0}}^{\hat{P}_{j}}\left(\hat{w}_{1}+\hat{w}_{2}\right)=\int_{\hat{P}_{0}}^{\hat{P}_{j}} \varphi^{*} u_{1}^{0}=\frac{\pi \sqrt{-1}}{\omega_{0}} \int_{\hat{P}_{0}}^{\hat{P}_{j}} \varphi^{*}\left(\frac{d \zeta}{\widetilde{B}}\right) \\
& =\frac{\pi \sqrt{-1}}{\sqrt{2} \sqrt{-1} \omega_{0}} \int_{0}^{z_{j}} d z=\frac{\pi \sqrt{-1}}{\omega^{\prime}} z_{j}
\end{aligned}
$$

であるから，つぎを得る：

$$
\mathcal{B}\left(\hat{P}_{j}\right)=\frac{\pi \sqrt{-1}}{\omega^{\prime}} z_{j}= \begin{cases}\pi \sqrt{-1} & (j=1)  \tag{7.3}\\ \pi \sqrt{-1}-\frac{1}{2} \Pi & (j=2) \\ -\frac{1}{2} \Pi & (j=3)\end{cases}
$$

積分路を変えると $\Gamma$ の成分の違いが出てくる。 $2 \omega \mathbf{Z}+2 \omega^{\prime} \mathbf{Z}$ の影響はすべて「に吸収される。つぎの補題はJ．D．Fay による。Fayは，一般の種数 $2 g$ の場合に示し ているが，ここでは種数が 2 の場合だけを述べておく。

Lemma 7．4．（J．D．Fay）$\hat{\mathcal{D}}$ を $f$ のzero因子とするとき

$$
\mathcal{B}(\hat{\mathcal{D}}) \equiv \mathbf{K}+2 \mathbf{e} \quad(\bmod \Gamma)
$$

が成り立つ。ここで，K はRiemannの定数で次の式で与えられる：

$$
\mathbf{K}=\frac{1}{2 \pi \sqrt{-1}} \sum_{j=1}^{2} \int_{\hat{a}_{j}} \mathcal{B}\left(\hat{w}_{1}+\hat{w}_{2}\right)-\sum_{j=1}^{2} \mathcal{B}\left(\hat{b}_{j}(0)\right) .
$$

証明．$f(\hat{P})=\theta(\mathcal{B}(\hat{P})-\mathbf{e})$ の zero 点を $\hat{\mathcal{D}}=\left\{\hat{p}_{1}^{0}, \hat{p}_{2}^{0}\right\}$ とする。

$$
\mathcal{B}(\hat{\mathcal{D}})=\sum_{j=1}^{2} \mathcal{B}\left(\hat{p}_{j}^{0}\right)=\frac{1}{2 \pi \sqrt{-1}} \int_{\partial \hat{\mathcal{C}}^{0}} \mathcal{B}(\hat{P}) d \log f
$$

と書ける。 $\mathcal{B}^{-}(\hat{P})=\mathcal{B}\left(\hat{P}^{-}\right)$と書くとき，

$$
\begin{aligned}
\mathcal{B}(\hat{\mathcal{D}})=\frac{1}{2 \pi \sqrt{-1}} \sum_{j=1}^{2}\left\{\int_{\hat{a}_{j}}\right. & \left(\mathcal{B}(\hat{P}) d \log f-\mathcal{B}^{-}(\hat{P}) d \log f^{-}\right) \\
& \left.+\int_{\hat{b}_{j}}\left(\mathcal{B}(\hat{P}) d \log f-\mathcal{B}^{-}(\hat{P}) d \log f^{-}\right)\right\}
\end{aligned}
$$

となる。これを（6．8），（6．9），（7．1），（7．2）を用いて計算するのであるが，途中で出て くる量を先に計算しておこう。 $\hat{a}_{j}(0), \hat{a}_{j}(1)$ で，それぞれ，$\hat{a}^{-}$－イクル $\hat{a}_{j}$ の $\partial \mathcal{C}^{0}$ に おける始点と終点を表す。 $\hat{b}$－サイクルについても同様である。まず，

$$
f\left(\hat{a}_{j}(1)\right)=\theta\left(\mathcal{B}\left(\hat{a}_{j}(0)+\int_{\hat{a}_{j}}\left(\hat{w}_{1}+\hat{w}_{2}\right)-\mathbf{e}\right)=f\left(\hat{a}_{j}(0)\right)\right.
$$

に注意して訃算すると

$$
\int_{\hat{a}_{j}} d \log f=\log f\left(\hat{a}_{j}(1)\right)-\log f\left(\hat{a}_{j}(0)\right)=2 \pi \sqrt{-1} k_{j} \quad\left(k_{j} \in \mathbf{Z}\right),
$$

である。 $2 \pi \sqrt{-1} k_{j}$ は $\log$ の分岐からくる量である。同様にして，

$$
f\left(\hat{b}_{j}(1)\right)=\theta\left(\mathcal{B}\left(\hat{b}_{j}(0)\right)+\int_{\hat{b}_{j}}\left(\hat{w}_{1}+\hat{w}_{2}\right)-\mathbf{e}\right)=\exp \left(-\frac{1}{2} \Pi-\mathcal{B}\left(\hat{b}_{j}(0)\right)+\mathbf{e}\right) f\left(\hat{b}_{j}(0)\right)
$$

## に注意して計算すると

$$
\int_{\hat{b}_{j}} d \log f=\log f\left(\hat{b}_{j}(1)\right)-\log f\left(\hat{b}_{j}(0)\right)=-\frac{1}{2} \Pi-\mathcal{B}\left(\hat{b}_{j}(0)\right)+\mathbf{e}+2 \pi \sqrt{-1} l_{j} \quad\left(l_{j} \in \mathbf{Z}\right),
$$

である。これらをもとにして計算する。

$$
\begin{aligned}
A_{j} & :=\frac{1}{2 \pi \sqrt{-1}} \int_{\hat{a}_{j}}\left(\mathcal{B}(\hat{P}) d \log f-\mathcal{B}^{-}(\hat{P}) d \log f^{-}\right) \\
& =\frac{1}{2 \pi \sqrt{-1}}\left\{\int_{\hat{a}_{j}}\left(\mathcal{B}(\hat{P})-\mathcal{B}^{-}(\hat{P})\right) d \log f+\int_{\hat{a}_{j}} \mathcal{B}^{-}\left(d \log f-d \log f^{-}\right)\right\} \\
& =\frac{1}{2 \pi \sqrt{-1}}\left\{-\Pi \int_{\hat{a}_{j}} d \log f+\int_{\hat{a}_{j}}(\mathcal{B}(\hat{P})+\Pi)\left(\hat{u}_{1}+\hat{u}_{2}\right)\right\} \\
& =\frac{1}{2 \pi \sqrt{-1}}\left\{-2 \pi \sqrt{-1} k_{j} \Pi+2 \pi \sqrt{-1} \Pi+\int_{\hat{a}_{j}} \mathcal{B}(\hat{P})\left(\hat{w}_{1}+\hat{w}_{2}\right)\right\} \\
& =\left(1-k_{j}\right) \Pi+\frac{1}{2 \pi \sqrt{-1}} \int_{\hat{a}_{j}} \mathcal{B}\left(\hat{w}_{1}+\hat{w}_{2}\right)
\end{aligned}
$$

である。同様にして，

$$
\begin{aligned}
B_{j} & :=\frac{1}{2 \pi \sqrt{-1}} \int_{\hat{b}_{j}}\left(\mathcal{B}(\hat{P}) d \log f-\mathcal{B}^{-}(\hat{P}) d \log f^{-}\right) \\
& =\frac{1}{2 \pi \sqrt{-1}}\left\{\int_{\hat{b}_{j}}\left(\mathcal{B}(\hat{P})-\mathcal{B}^{-}(\hat{P})\right) d \log f+\int_{\hat{b}_{j}} \mathcal{B}^{-}\left(d \log f-d \log f^{-}\right)\right\} \\
& =\int_{\hat{b}_{j}} d \log f=-\frac{1}{2} \Pi-\mathcal{B}\left(\hat{b}_{j}(0)\right)+\mathbf{e}+2 \pi \sqrt{-1} l_{j}
\end{aligned}
$$

である。以上より，

$$
\begin{aligned}
\mathcal{B}(\hat{\mathcal{D}}) & =\sum_{j=1}^{2} A_{j}+\sum_{j=1}^{2} B_{j} \\
& \equiv \frac{1}{2 \pi \sqrt{-1}} \sum_{j=1}^{2} \int_{\hat{a}_{j}} \mathcal{B}\left(\hat{w}_{1}+\hat{w}_{2}\right)-\sum_{j=1}^{2} \mathcal{B}\left(\hat{b}_{j}(0)\right)+2 \mathbf{e} \quad(\bmod \Gamma) \\
& \equiv \mathbf{K}+2 \mathbf{e} \quad(\bmod \Gamma)
\end{aligned}
$$

が得られる。

## 8 Baker－Akhiezer 関数 $\hat{\Psi}$ の構成

$\hat{\mathcal{C}}$ 上で $\partial_{\bar{z}} \partial_{z} \hat{\Psi}=-e^{u} \hat{\Psi}$ を満たす解 $\hat{\Psi}=\hat{\Psi}(z, \bar{z}, \hat{\nu})$ を構成したい。ここで，$\hat{\nu}, \hat{\nu}^{-1}$ は，それぞれ，点 $\hat{P}_{0}$ の回りと点 $\hat{P}_{\infty}$ の回りの局所パラメーターで，点 $\hat{P}_{0}$ は $\hat{\nu}=0$

の点，点 $\hat{P}_{\infty}$ は $\hat{\nu}^{-1}=0$ の点とする。以下の条件を課す ：
条件（1）$\hat{\Psi}$ は $\hat{\mathcal{C}} \backslash\left\{\hat{P}_{0}, \hat{P}_{\infty}\right\}$ 上の有理型関数で，かつ
極因子（pole divisor）$\hat{\mathcal{D}}_{\infty}=\left\{\hat{p}_{1}^{0}, \hat{p}_{2}^{0}\right\}$ は一般因子（non－special divisor）で $z, \bar{z}$ に依存しない

条件（2）$\hat{\Psi}$ は以下の漸近展開をもつ：

$$
\hat{\Psi}= \begin{cases}\exp (z \hat{\nu})\left(1+\sum_{j=1}^{\infty} \hat{\xi}_{j} \hat{\nu}^{-j}\right) & \text { near } \hat{P}_{\infty} \\ \exp \left(-\bar{z} \hat{\nu}^{-1}\right)\left(1+\sum_{j=1}^{\infty} \hat{\eta}_{j} \hat{\nu}^{j}\right) & \text { near } \hat{P}_{0}\end{cases}
$$

このような $\hat{\Psi}$ を求めるために，このような $\hat{\Psi}$ があったとして $\omega_{\hat{\Psi}}=d \log \hat{\Psi}$ で定義される Abel 微分形式を考える。 $\omega_{\hat{\Psi}}$ の主要部は

$$
\left\{\begin{aligned}
-z \hat{\nu}^{2} d \hat{\nu}^{-1} & \text { near } \hat{P}_{\infty} \\
\bar{z} \hat{\nu}^{-2} d \hat{\nu} & \text { near } \hat{P}_{0}
\end{aligned}\right.
$$

$\omega_{\hat{\Psi}}$ は有理型微分形式（meromorphic differential）なので $\operatorname{Res}\left(\omega_{\hat{\Psi}}\right)=0$ ，すなわち，留数が 0 である。条件（1）より，$\hat{\Psi}$ の zero 点も 2 点ある。ただし，こちらは一般に $z, \bar{z}$ に依存する。それらを $\hat{\mathcal{D}}_{0}=\left\{\hat{q}_{1}(z, \bar{z}), \hat{q}_{2}(z, \bar{z})\right\}$ で表す。また，$\omega_{\hat{\Psi}}$ は $\hat{\Psi}$ の zero点と極の点で極をもつが，留数はそれぞれ $+1,-1$ である。この部分は第 3 種の Abel微分形式 $\omega\left(\hat{q}_{j}, \hat{p}_{j}^{0}\right)$ で表せるし，$\omega_{\hat{\Psi}}$ の主要部は 2 つの第 2 種 Abel微分形式を用いて表 せる。すると $\omega_{\hat{\Psi}}$ との差は正則微分形式になるので，その部分は正則微分形式の基底 $\hat{w}_{1}, \hat{w}_{2}$ の 1 次結合で表せる。以上より，

$$
\begin{equation*}
\omega_{\hat{\psi}}=z \hat{\Omega}_{\infty}-\bar{z} \hat{\Omega}_{0}+\sum_{j=1}^{2} \omega\left(\hat{q}_{j}, \hat{p}_{j}^{0}\right)+\sum_{j=1}^{2} c_{j} \hat{u}_{j}, \quad\left(c_{j} \in \mathbf{C}\right) \tag{8.1}
\end{equation*}
$$

と表せる。ここで，第 2 種 Abel微分形式 $\hat{\Omega}_{\infty}, \hat{\Omega}_{0}$ はそれぞれ，点 $\hat{P}_{\infty}, \hat{P}_{0}$ の回りで主要部を持ち

$$
\left\{\begin{array}{l}
\hat{\Omega}_{\infty}=\left(-\hat{\nu}^{2}+O(1)\right) d \hat{\nu}^{-1} \quad \text { near } \hat{P}_{\infty}  \tag{8.2}\\
\hat{\Omega}_{0}=\left(-\hat{\nu}^{-2}+O(1)\right) d \hat{\nu} \quad \text { near } \hat{P}_{0}
\end{array}\right.
$$

という形をしている。

## 「第2種 Abel微分形式の具体的な選択」

以下のように定める：

$$
\left\{\begin{array}{l}
\hat{\Omega}_{\infty}=-\varphi^{*} \Omega_{0}^{0}-\frac{\sqrt{-1}}{2} d \mu  \tag{8.3}\\
\hat{\Omega}_{0}=\varphi^{*} \Omega_{0}^{0}-\frac{\sqrt{-1}}{2} d \mu
\end{array}\right.
$$

これらの主要部の形を確認しておこう。そこで，点 $\hat{P}_{0}$ の回りで $\hat{\nu}=\sqrt{-1} \mu^{-1}$ とい う局所パラメーターを入れる。これは点 $\hat{P}_{0}$ の回りで $\hat{\nu}(\hat{P})=\left(\int_{\hat{P}_{0}}^{\hat{P}} \hat{\Omega}_{0}\right)^{-1}$ という局所パラメーターを入れるが，それの主要部だけを取り出したものである。
$C=\frac{a}{3}-\frac{\zeta_{w}\left(\omega^{\prime}\right)}{\omega^{\prime}}$ であったから，楕円曲線 $\mathcal{C}^{0}: \widetilde{B}^{2}=-8 \prod_{j=1}^{3}\left(\zeta-\zeta_{j}\right)$ 上の第 2 種 Abel微分形式 $\Omega_{0}^{0}$ は，$\wp(z)=\eta=\zeta-\frac{a}{3}$ より

$$
\Omega_{0}^{0}=-(\zeta-C) \frac{d \zeta}{\widetilde{B}}
$$

と表せる。そこで 2 重被覆写像 $\varphi$ の変換式 $\zeta=\frac{1}{2}\left(2 a+\mu^{2}\right), \widetilde{B}=-\sqrt{-1} \widetilde{\nu}$ を代入す ると

$$
\varphi^{*} \Omega_{0}^{0}=-\left(a+\frac{1}{2} \mu^{2}-C\right) \frac{\mu d \mu}{-\sqrt{-1} \widetilde{\nu}}
$$

が得られる。ここで $\hat{\mathcal{C}} の(u, v)$ 座標 $u=\mu^{-1}, v=\mu^{-3} \widetilde{\nu}$ を思い出そう。 $\hat{P}_{0}=(0,1)$ であるから $\hat{\nu} \rightarrow 0$ のとき $v \rightarrow 1$ となっていなければならない。 $\widetilde{\nu}$ と $\mu d \mu$ を $\hat{\nu}$ を用いて表すと

$$
\left\{\begin{align*}
\widetilde{\nu} & =\sqrt{\left(\mu^{3}+2 a \mu\right)^{2}+4}=\mu^{3} \sqrt{1+4 a \mu^{-2}+4 a^{2} \mu^{-4}+4 \mu^{-6}}  \tag{8.4}\\
& =-\sqrt{-1} \hat{\nu}^{-3} \sqrt{1-4 a \hat{\nu}^{2}+O\left(\hat{\nu}^{4}\right)} \\
\mu d \mu & =\sqrt{-1} \hat{\nu}^{-1}\left(-\sqrt{-1} \hat{\nu}^{-2} d \hat{\nu}\right)=\hat{\nu}^{-3} d \hat{\nu}
\end{align*}\right.
$$

となっている。このとき

$$
v=\mu^{-3} \widetilde{\nu}=\sqrt{-1} \hat{\nu}^{3}\left(-\sqrt{-1} \hat{\nu}^{-3}\right) \sqrt{1+O\left(\hat{\nu}^{2}\right)} \longrightarrow 1 \quad(\text { as } \hat{\nu} \rightarrow 0)
$$

であることに注意しよう。（8．4）を上で得た $\varphi^{*} \Omega_{0}^{0}$ の式の右辺に代入すれば

$$
\begin{aligned}
\varphi^{*} \Omega_{0}^{0} & =-\left(a-\frac{1}{2} \hat{\nu}^{2}-C\right) \frac{\hat{\nu}^{-3} d \hat{\nu}}{-\hat{\nu}^{-3} \sqrt{1-4 a \hat{\nu}^{2}+O\left(\hat{\nu}^{4}\right)}} \\
& =-\left(a-\frac{1}{2} \hat{\nu}^{-2}-C\right)\left(1+2 a \hat{\nu}^{2}+O\left(\hat{\nu}^{4}\right)\right)(-d \hat{\nu}) \\
& =\left(-\frac{1}{2} \hat{\nu}^{-2}+a-C-a+O\left(\hat{\nu}^{2}\right)\right) d \hat{\nu} \\
& =\left(-\frac{1}{2} \hat{\nu}^{-2}-C+O\left(\hat{\nu}^{2}\right)\right) d \hat{\nu} \quad \text { near } \hat{P}_{0}
\end{aligned}
$$

であるが,$-\frac{\sqrt{-1}}{2} d \mu=-\frac{1}{2} \hat{\nu}^{-2} d \hat{\nu}$ であるから，（8．3）の定義式より

$$
\begin{equation*}
\hat{\Omega}_{\infty}=\left(C+O\left(\hat{\nu}^{2}\right)\right) d \hat{\nu}, \quad \hat{\Omega}_{0}=\left(-\hat{\nu}^{-2}+O(1)\right) d \hat{\nu} \quad \text { near } \hat{P}_{0} \tag{8.5}
\end{equation*}
$$

がわかる。ただし，$C=\frac{a}{3}-\frac{\zeta_{w}\left(\omega^{\prime}\right)}{\omega^{\prime}}$ である。また，$\sigma$ と $\rho$ の作用に関して，つぎも容易に確かめられる：

$$
\begin{equation*}
\sigma^{*} \hat{\Omega}_{\infty}=-\hat{\Omega}_{\infty}, \quad \sigma^{*} \hat{\Omega}_{0}=-\hat{\Omega}_{0}, \quad \overline{\rho^{*} \hat{\Omega}_{\infty}}=\hat{\Omega}_{0} \tag{8.6}
\end{equation*}
$$

さて， $\int_{\hat{a}_{j}} \omega_{\hat{\psi}}=2 \pi \sqrt{-1} k_{j},\left(k_{j} \in \mathbf{Z}\right)$ より，（8．1）を $\hat{a}_{j}$ 上で積分して

$$
2 \pi \sqrt{-1} k_{j}=\sum_{i=1}^{2} c_{i} \int_{\hat{a}_{j}} \hat{w}_{i}=2 \pi \sqrt{-1} c_{j}
$$

となるので，$c_{j}=k_{j} \in \mathbf{Z}$ であることがわかる。第 2 種 Abel微分形式 $\hat{\Omega}_{0}, \hat{\Omega}_{\infty}$ の $\hat{b}$－周期をつぎのようにおく：

$$
\begin{aligned}
& \mathbf{U}:=\left(U_{1}, U_{2}\right)=\left(\int_{\hat{b}_{1}} \hat{\Omega}_{0}, \int_{\hat{b}_{2}} \hat{\Omega}_{0}\right) \\
& \mathbf{V}:=\left(V_{1}, V_{2}\right)=\left(\int_{\hat{b}_{1}} \hat{\Omega}_{\infty}, \int_{\hat{b}_{2}} \hat{\Omega}_{\infty}\right)
\end{aligned}
$$

$U_{j}$ を計算しよう。 $d \mu$ の周期積分は 0 であるから

$$
U_{j}=\int_{\hat{b}_{j}} \hat{\Omega}_{0}=\int_{\hat{b}_{j}} \varphi^{*} \Omega_{0}^{0}=\int_{\varphi\left(\hat{b}_{j}\right)} \Omega_{0}^{0}=\int_{b_{1}^{0}} \Omega_{0}^{0}=\mathbf{U}^{0}
$$

を得る。従って，

$$
\begin{equation*}
U_{1}=U_{2}=\mathbf{U}^{0}, \quad V_{1}=V_{2}=-\mathbf{U}^{0} \tag{8.7}
\end{equation*}
$$

ここで， $\mathbf{U}^{0}=\frac{\pi \sqrt{-1}}{2 \omega_{0}}$ であった。「Reciprocity Laws」のところで，$\left.\frac{d}{d \hat{\nu}} \mathcal{B}(\hat{P})\right|_{\hat{\nu}=0}$ の訃算方法を示した。（6．12）において，$\hat{\omega}\left(\hat{P}_{0}, 2\right)$ として $\hat{\Omega}_{0}$ をとればよいから

$$
\left.\frac{d}{d \hat{\nu}} \mathcal{B}(\hat{P})\right|_{\hat{\nu}=0}=-\sum_{j=1}^{2} \int_{\hat{b}_{j}} \hat{\Omega}_{0}=-\left(U_{1}+U_{2}\right)=-2 \mathbf{U}^{0}
$$

が得られる。これを，直接，$\hat{\nu}=\sqrt{-1} \mu^{-1}$ を用いて訃算してみよう。

$$
\begin{aligned}
\hat{w}_{1}+\hat{w}_{2} & =\varphi^{*} w_{1}^{0}=\frac{\pi \sqrt{-1}}{\omega_{0}} \varphi^{*} \frac{d \zeta}{\widetilde{B}}=\frac{\pi \sqrt{-1}}{\omega_{0}} \frac{\mu d \mu}{-\sqrt{-1} \widetilde{\nu}} \\
& =-\frac{\pi \sqrt{-1}}{\omega_{0}} \frac{d \hat{\nu}}{\sqrt{1-4 a \hat{\nu}^{2}+O\left(\hat{\nu}^{4}\right)}}=-\frac{\pi \sqrt{-1}}{\omega_{0}}\left(1+2 a \hat{\nu}^{2}+O\left(\hat{\nu}^{4}\right)\right) d \hat{\nu}
\end{aligned}
$$

より

$$
\begin{equation*}
\left.\frac{d}{d \hat{\nu}} \mathcal{B}(\hat{P})\right|_{\hat{\nu}=0}=-\frac{\pi \sqrt{-1}}{\omega_{0}}=-2 \mathbf{U}^{0} \tag{8.8}
\end{equation*}
$$

が得られる。
つぎに，（8．1）を $\hat{b}_{j}$ 上で積分して，（6．13）と（8．7）を用いると

$$
\begin{aligned}
2 \pi \sqrt{-1} l_{j} & =\int_{\hat{b}_{j}} \omega_{\hat{\Psi}} \\
& =z \int_{\hat{b}_{j}} \hat{\Omega}_{\infty}-\bar{z} \int_{\hat{b}_{j}} \hat{\Omega}_{0}+\sum_{k=1}^{2} \int_{\hat{b}_{j}} \omega\left(\hat{q}_{k}, \hat{p}_{k}^{0}\right)+\sum_{k=1}^{2} c_{k} \int_{\hat{b}_{j}} \hat{w}_{k} \\
& =-z \mathbf{U}^{0}-\bar{z} \mathbf{U}^{0}+\sum_{k=1}^{2} \int_{\hat{p}_{k}^{0}}^{\hat{q}_{k}} \hat{w}_{j}+\sum_{k=1}^{2} c_{k} \hat{T}_{j k}
\end{aligned}
$$

が得られる。これを $j=1,2$ について和をとると

$$
2 \pi \sqrt{-1}\left(l_{1}+l_{2}\right)=-2(z+\bar{z}) \mathbf{U}^{0}+\sum_{k=1}^{2} \int_{\hat{p}_{k}^{0}}^{\hat{q}_{k}}\left(\hat{w}_{1}+\hat{w}_{2}\right)+\sum_{k=1}^{2} c_{k}\left(\hat{T}_{1 k}+\hat{T}_{2 k}\right)
$$

であるが，ここで，（6．6）を用いると右辺の第3項は

$$
\sum_{k=1}^{2} c_{k}\left(\hat{T}_{1 k}+\hat{T}_{2 k}\right)=c_{1}\left(\hat{T}_{11}+\hat{T}_{21}\right)+c_{2}\left(\hat{T}_{12}+\hat{T}_{22}\right)=\left(c_{1}+c_{2}\right) \Pi
$$

となる。 $c_{1}, c_{2} \in \mathbf{Z}$ であったから，結局つぎが得られる：

$$
\begin{equation*}
\sum_{k=1}^{2} \int_{\hat{p}_{k}^{0}}^{\hat{q}_{k}}\left(\hat{w}_{1}+\hat{w}_{2}\right) \equiv 2(z+\bar{z}) \mathbf{U}^{0} \quad(\bmod \Gamma) \tag{8.9}
\end{equation*}
$$

## ここで，積分計算の便宜上

$$
\begin{equation*}
F(z)=\frac{1}{\sqrt{2} \sqrt{-1}}\left(\zeta_{w}(z)-\frac{\zeta_{w}\left(\omega^{\prime}\right)}{\omega^{\prime}} z\right) \tag{8.10}
\end{equation*}
$$

とおく。 $z_{1}=\omega^{\prime}, z_{2}=\omega+\omega^{\prime}, z_{3}=\omega$ ととっていたことを思い出そう。とくに， $F\left(z_{1}\right)=0$ である。これを用いて，第 2 種の Abel微分形式の積分を表しておく。

$$
\begin{aligned}
\int_{\hat{P}_{1}}^{\hat{P}} \hat{\Omega}_{\infty} & =-\int_{\hat{P}_{1}}^{\hat{P}} \varphi^{*} \Omega_{0}^{0}-\frac{\sqrt{-1}}{2} \int_{\hat{P}_{1}}^{\hat{P}} d \mu \\
& =-\int_{z_{1}}^{z}\left(-\wp 0(z)-\frac{\zeta_{w}\left(\omega^{\prime}\right)}{\omega^{\prime}}\right) \frac{d z}{\sqrt{2} \sqrt{-1}}-\frac{\sqrt{-1}}{2} \mu(\hat{P})+\frac{\sqrt{-1}}{2} \mu_{1} \\
& =\frac{-1}{\sqrt{2} \sqrt{-1}}\left[\zeta_{w}(z)-\frac{\zeta_{w}\left(\omega^{\prime}\right)}{\omega^{\prime}} z\right]_{z_{1}}^{z}-\frac{\sqrt{-1}}{2} \mu+\frac{\sqrt{-1}}{2} \mu_{1} \\
& =-F(z)-\frac{\sqrt{-1}}{2} \mu+\frac{\sqrt{-1}}{2} \mu_{1}
\end{aligned}
$$

これより，つぎがわかる：

$$
\left\{\begin{array}{l}
\int_{\hat{P}_{1}}^{\hat{P}} \hat{\Omega}_{\infty}-\frac{\sqrt{-1}}{2} \mu_{1}=-F(z)-\frac{\sqrt{-1}}{2} \mu  \tag{8.11}\\
\int_{\hat{P}_{1}}^{\hat{P}} \hat{\Omega}_{0}-\frac{\sqrt{-1}}{2} \mu_{1}=F(z)-\frac{\sqrt{-1}}{2} \mu
\end{array}\right.
$$

「注意」 積分路は $\mathcal{B}\left(\hat{P}_{j}\right)$ を計算したときと同じものをとる。 $\wp$ 関数の周期のうち， $2 \omega^{\prime}$ は $\hat{\Omega}_{\infty}$ の $\hat{a}_{j}$ 上の 1 周期分の積分， $2 \omega$ は $\hat{b}_{j}$ 上の 1 周期分の積分に対応する。 $\hat{\Omega}_{\infty}$ は正規化されているので $2 \omega^{\prime}$ の影響は出ない。
$\mathbf{e}=\pi \sqrt{-1}$ ととり，$\Phi_{\theta}, \Phi_{e}$ をつぎで定める：

$$
\left\{\begin{align*}
\Phi_{\theta}(z, \bar{z}, \hat{P}) & =\frac{\theta\left(\mathcal{B}(\hat{P})-(z+\bar{z}) \mathbf{U}^{0}-\mathbf{e}\right)}{\theta(\mathcal{B}(\hat{P})-\mathbf{e})}  \tag{8.12}\\
\Phi_{e}(z, \bar{z}, \hat{P}) & =\exp \left(z\left(\int_{\hat{P}_{1}}^{\hat{P}} \hat{\Omega}_{\infty}-\frac{\sqrt{-1}}{2} \mu_{1}\right)-\bar{z}\left(\int_{\hat{P}_{1}}^{\hat{P}} \hat{\Omega}_{0}-\frac{\sqrt{-1}}{2} \mu_{1}\right)\right)
\end{align*}\right.
$$

$(*) \hat{P}_{-j}=\left(-\mu_{j}, 0\right),(j=1,2,3)$ とおく。 $\Phi_{\theta}$ の分母の zero 点は $\hat{\mathcal{D}}=\left\{\hat{P}_{3}, \hat{P}_{-3}\right\}$ で あり，z，六に依らない。
（＊＊）以下の漸近展開をもつ：

$$
\begin{aligned}
& \int_{\hat{P}_{1}}^{\hat{P}} \hat{\Omega}_{\infty}-\frac{\sqrt{-1}}{2} \mu_{1}=\hat{\nu}^{-1}+O(\hat{\nu}) \quad \text { near } \hat{P}_{0}, \\
& \int_{\hat{P}_{1}}^{\hat{P}} \hat{\Omega}_{0}-\frac{\sqrt{-1}}{2} \mu_{1}=\hat{\nu}+O\left(\hat{\nu}^{-1}\right) \quad \text { near } \hat{P}_{\infty} .
\end{aligned}
$$

$\hat{\Psi}$ を構成するために，$\Phi_{\theta} \Phi_{e}$ を考えて，$\hat{P} \longrightarrow \hat{P}+m_{j} \hat{a}_{j}+n_{j} \hat{b}_{j}$ と変化させた場合を考 える。まず， $\int_{\hat{a}_{j}}\left(\hat{w}_{1}+\hat{w}_{2}\right)=2 \pi \sqrt{-1}, \theta(z+2 \pi \sqrt{-1})=\theta(z), \int_{\hat{a}_{j}} \hat{\Omega}_{\infty}=\int_{\hat{a}_{j}} \hat{\Omega}_{0}=0$ よ り，$\Phi_{\theta} \Phi_{e}$ は $\hat{P} \longrightarrow \hat{P}+m_{j} \hat{a}_{j}$ なる積分路の変化で不変である。つぎに，$\hat{P} \rightarrow \hat{P}+\hat{b}_{j}$ とするとき，

$$
\begin{aligned}
\Phi_{\theta} \Phi_{e}(\hat{P}) \rightarrow & \frac{\theta\left(\mathcal{B}(\hat{P})-(z+\bar{z}) \mathbf{U}^{0}-\mathbf{e}+\Pi\right)}{\theta(\mathcal{B}(\hat{P})-\mathbf{e}+\Pi)} \Phi_{e} \exp \left(z V_{j}-\bar{z} U_{j}\right) \\
& =\frac{\exp \left(-\frac{1}{2} \Pi-\mathcal{B}(\hat{P})+(z+\bar{z}) \mathbf{U}^{0}+\mathbf{e}\right)}{\exp \left(-\frac{1}{2} \Pi-\mathcal{B}(\hat{P})+\mathbf{e}\right)} \Phi_{\theta} \Phi_{e}(\hat{P}) \exp \left(-(z+\bar{z}) \mathbf{U}^{0}\right) \\
& =\Phi_{\theta} \Phi_{e}(\hat{P})
\end{aligned}
$$

である。途中で，（8．7）を用いた。よって，$\Phi_{\theta} \Phi_{e}$ は $\hat{\mathcal{C}}$ 上の有理型関数（meromorphic function）であることがわかる。いま，$\hat{\Psi}$ の極因子を $\hat{\mathcal{D}}_{\infty}=\hat{\mathcal{D}}=\left\{\hat{p}_{1}^{0}, \hat{p}_{2}^{0}\right\}$ ととる。こ のとき，

Lemma 8．13．$\hat{\Psi} \Phi_{\theta}^{-1} \Phi_{e}^{-1}$ は $\hat{\mathcal{C}}$ 上の正則関数である。従って，Liouville の定理より， これは定数である。

証明．$\hat{\Psi}$ の zero 因子は $\left\{\hat{q}_{1}(z, \bar{z}), \hat{q}_{2}(z, \bar{z})\right\}$ であり，$\hat{\Psi}$ の極因子 $\hat{\mathcal{D}}_{\infty}$ は $\Phi_{\theta}^{-1}$ の zero因子に等しい。 $\hat{\Psi} \Phi_{\theta}^{-1} \Phi_{e}^{-1}$ の残りの極因子は，$\Phi_{\theta}$ の zero因子から来るものである。 そこで，$\Phi_{\theta}$ の zero 因子を $\hat{\mathcal{D}}_{\theta}$ とすると，Lemma 7.4 と（8．9）より

$$
\begin{aligned}
\mathcal{B}\left(\hat{\mathcal{D}}_{\theta}\right) & =\mathbf{K}+2\left((z+\bar{z}) \mathbf{U}^{0}+\mathbf{e}\right)=\mathcal{B}(\hat{\mathcal{D}})+2(z+\bar{z}) \mathbf{U}^{0} \\
& =\sum_{j=1}^{2} \int_{\hat{P}_{0}}^{\hat{p}_{j}^{0}}\left(\hat{w}_{1}+\hat{w}_{2}\right)+\sum_{j=1}^{2} \int_{\hat{p}_{j}^{0}}^{\hat{q}_{j}}\left(\hat{w}_{1}+\hat{w}_{2}\right) \equiv \sum_{j=1}^{2} \int_{\hat{P}_{0}}^{\hat{q}_{j}}\left(\hat{w}_{1}+\hat{w}_{2}\right) \quad(\bmod \Gamma)
\end{aligned}
$$

となるが，これより $\hat{\mathcal{D}}_{\theta}=\left\{\hat{q}_{1}(z, \bar{z}), \hat{q}_{2}(z, \bar{z})\right\}$ が結論され，これは $\hat{\Psi}$ の zero因子に等しいことを示している。以上より，$\hat{\Psi} \Phi_{\theta}^{-1} \Phi_{e}^{-1}$ は極を持たない有理型関数である から， $\mathcal{C}$ 上の正則関数である。 $\mathcal{C}$ はコンパクト Riemann面であるから，Liouvilleの定理より定数でなければならない。
$\hat{\Psi} \Phi_{\theta}^{-1} \Phi_{e}^{-1}$ は定数であることが分かったから，その定数を求めよう。1点での値を求めればよいから，点 $\hat{P}_{0}$ における値を評価すれば良い。 $\left(\hat{\Psi} \Phi_{e}^{-1}\right)\left(\hat{P}_{0}\right)=1$ である

ことに注意すれば

$$
\left(\hat{\Psi} \Phi_{\theta}^{-1} \Phi_{e}^{-1}\right)\left(\hat{P}_{0}\right)=\left(\hat{\Psi} \Phi_{e}^{-1}\right)\left(\hat{P}_{0}\right) \Phi_{\theta}^{-1}\left(\hat{P}_{0}\right)=\frac{\theta(\mathbf{e})}{\theta\left((z+\bar{z}) \mathbf{U}^{0}+\mathbf{e}\right)}
$$

がわかる。以上より，つぎが得られた：
Lemma 8．14．条件（1），（2）を満たす $\bar{\Psi}$ はつぎで与えられる：

$$
\begin{equation*}
\hat{\Psi}(z, \bar{z}, \hat{P})=\frac{\theta\left(\mathcal{B}(\hat{P})-(z+\bar{z}) \mathbf{U}^{0}-\mathbf{e}\right) \theta(\mathbf{e})}{\theta(\mathcal{B}(\hat{P})-\mathbf{e}) \theta\left((z+\bar{z}) \mathbf{U}^{0}+\mathbf{e}\right)} \Phi_{e}(z, \bar{z}, \hat{P}) \tag{8.15}
\end{equation*}
$$

ここで， $\mathbf{e}=\pi \sqrt{-1}$ であり，$\Phi_{e}$ は（8．12）で与えたものである。

## 9 壬が満たす Reality Condition

$\hat{\mathcal{C}}$ 上の第 2 種 Abel微分形式 $\hat{\Omega}_{0}, \hat{\Omega}_{\infty}$ の漸近展開は

$$
\hat{\Omega}_{0}=\left(-\hat{\nu}^{-2}+O(1)\right) d \hat{\nu} \quad \text { near } \hat{P}_{0}, \quad \hat{\Omega}_{\infty}=\left(-\hat{\nu}^{2}+O(1)\right) d \hat{\nu}^{-1} \quad \text { near } \hat{P}_{\infty}
$$

を満たしていた。そこで，点 $\hat{P}_{0}$ と点 $\hat{P}_{\infty}$ の回りの局所パラメーター $\hat{\nu}, \hat{\nu}^{-1}$ をつぎ で定める：

$$
\left\{\begin{aligned}
& \hat{\nu}(\hat{P})=\left(\int_{\hat{P}_{0}}^{\hat{P}} \hat{\Omega}_{0}\right)^{-1} \text { near } \hat{P}_{0} \\
& \hat{\nu}^{-1}(\hat{P})=\left(\int_{\hat{P}_{\infty}}^{\hat{P}} \hat{\Omega}_{\infty}\right)^{-1} \text { near } \hat{P}_{\infty}
\end{aligned}\right.
$$

このとき，つぎが成り立つ：

$$
\begin{equation*}
\rho(\hat{\nu})=\hat{\hat{\nu}}^{-1}, \quad \sigma(\hat{\nu})=-\hat{\nu} \tag{9.1}
\end{equation*}
$$

実際，点 $\hat{P}$ を点 $\hat{P}_{\infty}$ の回りの点とし，$\hat{P}_{0}=\rho\left(\hat{P}_{\infty}\right), \overline{\rho^{*} \hat{\Omega}_{0}}=\hat{\Omega}_{\infty}$ に注意すれば

$$
\begin{aligned}
\rho(\hat{\nu})(\hat{P}) & =\hat{\nu}(\rho(\hat{P}))=\left(\int_{\hat{P}_{0}}^{\rho(\hat{P})} \hat{\Omega}_{0}\right)^{-1}=\left(\int_{\hat{P}_{\infty}}^{\hat{P}} \rho^{*} \hat{\Omega}_{0}\right)^{-1} \\
& =\overline{\left(\int_{\hat{P}_{\infty}}^{\hat{P}} \hat{\Omega}_{\infty}\right)^{-1}=\overline{\hat{\nu}^{-1}}(\hat{P})}
\end{aligned}
$$

を得る。点 $\hat{P}$ を点 $\hat{P}_{0}$ の回りの点としても同様である。つぎに，点 $\hat{P}$ を点 $\hat{P}_{0}$ の回 りの点として，$\sigma\left(\hat{P}_{0}\right)=\hat{P}_{0}, \sigma^{*} \hat{\Omega}_{0}=-\hat{\Omega}_{0}$ に注意して

$$
\begin{aligned}
\sigma(\hat{\nu})(\hat{P}) & =\hat{\nu}(\sigma(\hat{P}))=\left(\int_{\hat{P}_{0}}^{\sigma(\hat{P})} \hat{\Omega}_{0}\right)^{-1}=\left(\int_{\hat{P}_{0}}^{\hat{P}} \sigma^{*} \hat{\Omega}_{0}\right)^{-1} \\
& =-\left(\int_{\hat{P}_{0}}^{\hat{P}} \hat{\Omega}_{0}\right)^{-1}=-\hat{\nu}(\hat{P})
\end{aligned}
$$

を得る。点 $\hat{P}$ が点 $\hat{P}_{\infty}$ の回りの点でも同様である。
手は有理型関数であるから，積分路はFigure1にあるように 1 つ固定して積分を計算することにする。また，以下の積分では積分路のとり方によっては $\bmod \Gamma$ で等しいという場合もあるが，等号で書いておき最後に $\bmod \Gamma$ の条件を付けること とする。

$$
\begin{aligned}
\mathcal{B}(\sigma(\hat{P})) & =\int_{\hat{P}_{0}}^{\sigma(\hat{P})}\left(\hat{w}_{1}+\hat{w}_{2}\right)=\int_{\hat{P}_{0}}^{\hat{P}} \sigma^{*}\left(\hat{w}_{1}+\hat{w}_{2}\right)=-\int_{\hat{P}_{0}}^{\hat{P}}\left(\hat{w}_{1}+\hat{w}_{2}\right)=-\mathcal{B}(\hat{P}), \\
\overline{\mathcal{B}(\rho(\hat{P}))} & =\overline{\int_{\hat{P}_{0}}^{\rho(\hat{P})}\left(\hat{w}_{1}+\hat{w}_{2}\right)}=\int_{\hat{P}_{\infty}}^{\hat{P}} \overline{\rho^{*}\left(\hat{w}_{1}+\hat{w}_{2}\right)}=\int_{\hat{P}_{0}}^{\hat{P}}\left(\hat{w}_{1}+\hat{w}_{2}\right)+\int_{\hat{P}_{\infty}}^{\hat{P}_{0}}\left(\hat{w}_{1}+\hat{w}_{2}\right) \\
& =\mathcal{B}(\hat{P})+\int_{\hat{P}_{\infty}}^{\hat{P}_{0}}\left(\hat{w}_{1}+\hat{w}_{2}\right)
\end{aligned}
$$

となるが，ここで，最後の積分値を訃算しよう。（7．3）より $\mathcal{B}\left(\hat{P}_{1}\right)=\pi \sqrt{-1}$ であり， また $\rho\left(\hat{P}_{1}\right)=\hat{P}_{1}$ に注意して

$$
\mathcal{B}\left(\hat{P}_{1}\right)=\int_{\hat{P}_{0}}^{\hat{P}_{1}}\left(\hat{w}_{1}+\hat{w}_{2}\right)=\int_{\rho\left(\hat{P}_{\infty}\right)}^{\rho\left(\hat{P}_{1}\right)}\left(\hat{w}_{1}+\hat{w}_{2}\right)=\int_{\hat{P}_{\infty}}^{\hat{P}_{1}} \rho^{*}\left(\hat{w}_{1}+\hat{w}_{2}\right)=\overline{\int_{\hat{P}_{\infty}}^{\hat{P}_{1}}\left(\hat{w}_{1}+\hat{w}_{2}\right)}
$$

より

$$
\int_{\hat{P}_{\infty}}^{\hat{P}_{1}}\left(\hat{w}_{1}+\hat{w}_{2}\right)=-\pi \sqrt{-1}
$$

であるから

$$
\int_{\hat{P}_{\infty}}^{\hat{P}_{0}}\left(\hat{w}_{1}+\hat{w}_{2}\right)=\int_{\hat{P}_{\infty}}^{\hat{P}_{1}}\left(\hat{w}_{1}+\hat{w}_{2}\right)+\int_{\hat{P}_{1}}^{\hat{P}_{0}}\left(\hat{w}_{1}+\hat{w}_{2}\right)=-2 \pi \sqrt{-1} \equiv 0 \quad(\bmod \Gamma)
$$

がわかる。従って，まとめるとつぎがわかった：

$$
\begin{equation*}
\overline{\mathcal{B}(\sigma \rho(\hat{P}))}=-\overline{\mathcal{B}(\rho(\hat{P}))}=-\mathcal{B}(\hat{P}) \quad(\bmod \Gamma) \tag{9.2}
\end{equation*}
$$

つぎに， $\int_{\hat{P}_{-1}}^{\hat{P}_{1}} \varphi^{*} \Omega_{0}^{0}=\int_{\varphi\left(\hat{P}_{-1}\right)}^{\varphi\left(\hat{P}_{1}\right)} \Omega_{0}^{0} \equiv 0$ より

$$
\left\{\begin{align*}
\int_{\hat{P}_{-1}}^{\hat{P}_{1}} \hat{\Omega}_{0} & =\int_{\hat{P}_{-1}}^{\hat{P}_{1}}\left(\varphi^{*} \Omega_{0}^{0}-\frac{\sqrt{-1}}{2} d \mu\right)  \tag{9.3}\\
& =-\frac{\sqrt{-1}}{2}\left(\mu_{1}-\left(-\mu_{1}\right)\right)=-\sqrt{-1} \mu_{1}, \\
\int_{\hat{P}_{-1}}^{\hat{P}_{1}} \hat{\Omega}_{\infty} & =\int_{\hat{P}_{-1}}^{\hat{P}_{1}}\left(-\varphi^{*} \Omega_{0}^{0}-\frac{\sqrt{-1}}{2} d \mu\right)=-\sqrt{-1} \mu_{1}
\end{align*}\right.
$$

である。よって，$\sigma \rho\left(\hat{P}_{-1}\right)=\hat{P}_{1}$ に注意して，（9．3）を用いるとつぎのようになる：

$$
\begin{aligned}
\overline{\int_{\hat{P}_{1}}^{\sigma \rho(\hat{P})} \hat{\Omega}_{0}} & =\int_{\hat{P}_{-1}}^{\hat{P}} \overline{(\sigma \rho) * \hat{\Omega}_{0}}=-\int_{\hat{P}_{-1}}^{\hat{P}} \hat{\Omega}_{\infty} \\
& =-\int_{\hat{P}_{-1}}^{\hat{P}_{1}} \hat{\Omega}_{\infty}-\int_{\hat{P}_{1}}^{\hat{P}} \hat{\Omega}_{\infty}=-\int_{\hat{P}_{1}}^{\hat{P}} \hat{\Omega}_{\infty}+\sqrt{-1} \mu_{1} \\
\overline{\int_{\hat{P}_{1}}^{\sigma \rho(\hat{P})} \hat{\Omega}_{\infty}} & =\int_{\hat{P}_{-1}}^{\hat{P}} \overline{(\sigma \rho) * \hat{\Omega}_{\infty}}=-\int_{\hat{P}_{-1}}^{\hat{P}} \hat{\Omega}_{0} \\
& =-\int_{\hat{P}_{-1}}^{\hat{P}_{1}} \hat{\Omega}_{0}-\int_{\hat{P}_{1}}^{\hat{P}} \hat{\Omega}_{0}=-\int_{\hat{P}_{1}}^{\hat{P}} \hat{\Omega}_{0}+\sqrt{-1} \mu_{1} .
\end{aligned}
$$

まとめると，つぎが得られる：

$$
\left\{\begin{array}{l}
\overline{\int_{\hat{P}_{1}}^{\sigma \rho(\hat{P})} \hat{\Omega}_{0}}=-\int_{\hat{P}_{1}}^{\hat{P}} \hat{\Omega}_{\infty}+\sqrt{-1} \mu_{1},  \tag{9.4}\\
\overline{\int_{\hat{P}_{1}}^{\sigma(\hat{P})} \hat{\Omega}_{\infty}}=-\int_{\hat{P}_{1}}^{\hat{P}_{1}} \hat{\Omega}_{0}+\sqrt{-1} \mu_{1} .
\end{array}\right.
$$

以上の準備のもと，$\overline{\mathbf{e}}=-\mathbf{e}, \overline{\mathbf{U}^{0}}=-\mathbf{U}^{0}, \overline{\mu_{1}}=-\mu_{1}, \theta(-z)=\theta(z)$ に注意して （9．2），（9．4）を用いて訃算すると，

$$
\begin{aligned}
& \bar{\Psi}(z, \bar{z}, \sigma \rho(\hat{P}), \mathbf{e}) \\
&= \frac{\theta\left(\overline{\mathcal{B}(\sigma \rho(\hat{P}))}+(z+\bar{z}) \mathbf{U}^{0}+\mathbf{e}\right) \theta(\mathbf{e})}{\theta(\overline{\mathcal{B}(\sigma \rho(\hat{P}))}+\mathbf{e}) \theta\left((z+\bar{z}) \mathbf{U}^{0}+\mathbf{e}\right)} \\
& \times \exp \left(\bar{z}\left(\overline{\int_{\hat{P}_{1}}^{\sigma \rho(\hat{P})} \hat{\Omega}_{\infty}}-\frac{\sqrt{-1}}{2} \mu_{1}\right)-z\left(\overline{\int_{\hat{P}_{1}}^{\sigma \rho(\hat{P})} \hat{\Omega}_{0}}-\frac{\sqrt{-1}}{2} \mu_{1}\right)\right) \\
&= \frac{\theta\left(\mathcal{B}(\hat{P})-(z+\bar{z}) \mathbf{U}^{0}-\mathbf{e}\right) \theta(\mathbf{e})}{\theta(\mathcal{B}(\hat{P})-\mathbf{e}) \theta\left((z+\bar{z}) \mathbf{U}^{0}+\mathbf{e}\right)} \\
& \times \exp \left(\bar{z}\left(-\int_{\hat{P}_{1}}^{\hat{P}} \hat{\Omega}_{0}+\sqrt{-1} \mu_{1}-\frac{\sqrt{-1}}{2} \mu_{1}\right)-z\left(-\int_{\hat{P}_{1}}^{\hat{P}} \hat{\Omega}_{\infty}+\sqrt{-1} \mu_{1}-\frac{\sqrt{-1}}{2} \mu_{1}\right)\right) \\
&= \frac{\theta\left(\mathcal{B}(\hat{P})-(z+\bar{z}) \mathbf{U}^{0}-\mathbf{e}\right) \theta(\mathbf{e})}{\theta(\mathcal{B}(\hat{P})-\mathbf{e}) \theta\left((z+\bar{z}) \mathbf{U}^{0}+\mathbf{e}\right)} \\
& \times \exp \left(z\left(\int_{\hat{P}_{1}}^{\hat{P}} \hat{\Omega}_{\infty}-\frac{\sqrt{-1}}{2} \mu_{1}\right)-\bar{z}\left(\int_{\hat{P}_{1}}^{\hat{P}} \hat{\Omega}_{0}-\frac{\sqrt{-1}}{2} \mu_{1}\right)\right) \\
&= \hat{\Psi}(z, \bar{z}, \hat{P}, \mathbf{e}) .
\end{aligned}
$$

以上より，つぎが得られた：

$$
\begin{equation*}
\hat{\Psi}(z, \bar{z}, \hat{P}, \mathbf{e})=\bar{\Psi}(z, \bar{z}, \sigma \rho(\hat{P}), \mathbf{e}) \tag{9.5}
\end{equation*}
$$

10 壬 が Schrödinger 方程式 $\partial_{\bar{z}} \partial_{z} \hat{\Psi}=-e^{u} \hat{\Psi}$ の解であること
$\widetilde{\lambda}=\sqrt{-1} \lambda$ とおく。 $\S 5$ で $U(\lambda)$ および $V(\lambda)$ をつぎで与えた $:$
（10．1）$U(\lambda)=\left(\begin{array}{ccc}0 & 0 & \widetilde{\lambda} e^{\frac{u}{2}} \\ -\widetilde{\lambda} e^{\frac{u}{2}} & u_{z_{z}}^{2} & 0 \\ 0 & \widetilde{\lambda}^{\frac{u^{u}}{-u}} & -\frac{u_{z}}{2}\end{array}\right), V(\lambda)=\left(\begin{array}{ccc}0 & \widetilde{\lambda}^{-1} e^{\frac{u}{2}} & 0 \\ 0 & -\frac{u_{\bar{z}}}{2} & -\widetilde{\lambda}^{-1} e^{-u} \\ -\widetilde{\lambda}^{-1} e^{\frac{u}{2}} & 0 & \frac{u_{\bar{z}}}{2}\end{array}\right)$ ，
$z, \bar{z}, \lambda$ に依存する関数として $F_{j}=F_{j}(z, \bar{z}, \lambda),(j=1,2,3)$ とこれらを並べた 3項行ベクトル $F=\left(F_{1} F_{2} F_{3}\right)$ を考えて，これがつぎの方程式の解である場合を考

える：

$$
d F=F(U(\lambda) d z+V(\lambda) d \bar{z}) .
$$

これは，連立微分方程式 $\partial_{z} F=F U(\lambda), \partial_{\bar{z}} F=F V(\lambda)$ と同値であるが，これの compatibility condition（すなわち，$\partial_{z} \partial_{\bar{z}} F=\partial_{\bar{z}} \partial_{z} F$ ）はTzitzéica 方程式に一致す る。連立微分方程式を簡単にするために，frameの gauge 変換を行う：

$$
P(\lambda)=\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & -\widetilde{\lambda} e^{\frac{u}{2}} & 0 \\
0 & 0 & -\widetilde{\lambda}^{2} e^{-\frac{u}{2}}
\end{array}\right)
$$

を用いて，$\widetilde{F}=F P(\lambda)$ とおく。このとき，

$$
\begin{aligned}
d \widetilde{F} & =d F P+F d P=F(U d z+V d \bar{z}) P+F d P \\
& =F P P^{-1}(U d z+V d \bar{z}) P+F P P^{-1} d P=\widetilde{F}\left(\operatorname{Ad}\left(P^{-1}\right)(U d z+V d \bar{z})+P^{-1} d P\right)
\end{aligned}
$$

より

$$
d \widetilde{F}=\widetilde{F}(\widetilde{U} d z+\widetilde{V} d \bar{z}) \Longleftrightarrow\left\{\begin{array}{l}
\widetilde{U}=\operatorname{Ad}\left(P^{-1}\right) U+P^{-1} \partial_{z} P \\
\widetilde{V}=\operatorname{Ad}\left(P^{-1}\right) V+P^{-1} \partial_{\bar{z}} P
\end{array}\right.
$$

ここで， $\operatorname{Ad}\left(P^{-1}\right) W=P^{-1} W P$ は行列の随伴表現である。 $\widetilde{U}, \widetilde{V}$ を訃算すると，$\nu=$ $\lambda^{3}$ とおけば

$$
\widetilde{U}(\nu)=\left(\begin{array}{ccc}
0 & 0 & \sqrt{-1} \nu  \tag{10.2}\\
1 & u_{z} & 0 \\
0 & 1 & -u_{z}
\end{array}\right), \quad \widetilde{V}(\nu)=\left(\begin{array}{ccc}
0 & -e^{u} & 0 \\
0 & 0 & -e^{-2 u} \\
\sqrt{-1} \nu^{-1} e^{u} & 0 & 0
\end{array}\right) .
$$

そこで，$\widetilde{F}=\left(\psi_{1} \psi_{2} \psi_{3}\right)$ とおくと，これらは次の連立微分方程式を満たす：
$(10.3) \quad\left\{\begin{array}{l}\partial_{z} \psi_{1}=\psi_{2} \\ \partial_{z} \psi_{2}=u_{z} \psi_{2}+\psi_{3} \\ \partial_{z} \psi_{3}=\sqrt{-1} \nu \psi_{1}-u_{z} \psi_{3}\end{array} \quad, \quad\left\{\begin{array}{l}\partial_{\bar{z}} \psi_{1}=\sqrt{-1} \nu^{-1} e^{u} \psi_{3} \\ \partial_{\bar{z}} \psi_{2}=-e^{u} \psi_{1} \\ \partial_{\bar{z}} \psi_{3}=-e^{-2 u} \psi_{2}\end{array}\right.\right.$
以下，連立微分方程式（10．3）の解を構成する。

$$
\left\{\psi_{1}=\hat{\Psi}, \psi_{2}=\partial_{z} \hat{\Psi}, \psi_{3}=-\sqrt{-1} \nu e^{-u} \partial_{\bar{z}} \hat{\Psi}\right\}
$$

が（10．3）の解であることを以下示そう。まず，
$[$ Step1 $] \partial_{\bar{z}} \partial_{z} \hat{\Psi}=-e^{u} \hat{\Psi}$ をふす。点 $\hat{P}_{0}$ の近くで $\hat{\Psi}(z, \bar{z}, \hat{\nu})=\exp \left(-\bar{z} \hat{\nu}^{-1}\right)\left(1+\sum_{j=1}^{\infty} \hat{\eta}_{j} \hat{\nu}^{j}\right)$

と表せた。ここで，$e^{u}=\partial_{z} \hat{\eta}_{1}$ ととる。

$$
\begin{aligned}
\partial_{z} \hat{\Psi} \quad & =\exp \left(-\bar{z} \hat{\nu}^{-1}\right)\left(\sum_{j=1}^{\infty} \partial_{z} \hat{\eta}_{j} \hat{\nu}^{j}\right), \\
\partial_{\bar{z}} \partial_{z} \hat{\Psi} & =\exp \left(-\bar{z} \hat{\nu}^{-1}\right)\left(-\sum_{j=1}^{\infty} \partial_{z} \hat{\eta}_{j} \hat{\nu}^{j-1}+\sum_{j=1}^{\infty} \partial_{\bar{z}} \partial_{z} \hat{\eta}_{j} \hat{\nu}^{j}\right) \\
& =\exp \left(-\bar{z} \hat{\nu}^{-1}\right)\left(-e^{u}+\sum_{j=1}^{\infty}\left(\partial_{\bar{z}} \partial_{z} \hat{\eta}_{j}-\partial_{z} \hat{\eta}_{j+1}\right) \hat{\nu}^{j}\right)
\end{aligned}
$$

従って，

$$
\begin{aligned}
\partial_{\bar{z}} \partial_{z} \hat{\Psi}+e^{u} \hat{\Psi} & =\exp \left(-\bar{z} \hat{\nu}^{-1}\right)\left(\sum_{j=1}^{\infty}\left(\partial_{\bar{z}} \partial_{z} \hat{\eta}_{j}-\partial_{z} \hat{\eta}_{j+1}+e^{u} \hat{\eta}_{j}\right) \hat{\nu}^{j}\right) \\
& =\exp \left(-\bar{z} \hat{\nu}^{-1}\right) O(\hat{\nu})
\end{aligned}
$$

を得る。そこで，$\hat{\Phi}:=\left(\partial_{\bar{z}} \partial_{z} \hat{\Psi}+e^{u} \hat{\Psi}\right) \hat{\Psi}^{-1}$ とおくと，$\hat{\Phi}=O(\hat{\nu})$ であるから，$\hat{\nu} \rightarrow 0$ のとき $\hat{\Phi} \longrightarrow 0$ となる。 $\hat{\Psi}$ の極因子は $z, \bar{z}$ に依存しないから $\left(\partial_{\bar{z}} \partial_{z} \hat{\Psi}+e^{u} \hat{\Psi}\right)$ の極因子も $\hat{\Psi}$ のそれと同じである。よって，$\hat{\Psi}^{-1}$ の zero因子とキャンセルする。 $\hat{\Psi}$ の zero点は $\left\{\hat{q}_{1}(z, \bar{z}), \hat{q}_{2}(z, \bar{z}\}\right.$ であったから $\hat{\Phi}$ は高々 2 点の極因子 $\hat{\mathcal{D}}_{0}=\left\{\hat{q}_{1}(z, \bar{z}), \hat{q}_{2}(z, \bar{z})\right\}$ をもつ $\hat{\mathcal{C}}$ 上の有理型関数である。このことを

$$
\hat{\Phi} \in \mathrm{H}^{0}\left(\mathcal{C}, \mathcal{O}_{\hat{\mathcal{C}}}\left(\hat{q}_{1}(z, \bar{z}), \hat{q}_{2}(z, \bar{z})\right)\right)
$$

と書く。 $\hat{\mathcal{D}}_{0}=\left\{\hat{q}_{1}, \hat{q}_{2}\right\}$ は $z=0$ で $\hat{\mathcal{D}}_{\infty}$ に一致するので一般因子である。従って， $z=0$ の近くで $\hat{\mathcal{D}}_{0}$ は一般因子なので・致の定理より $\operatorname{dimH}^{0}\left(\hat{\mathcal{C}}, \mathcal{O}_{\hat{\mathcal{C}}}\left(\hat{\mathcal{D}}_{0}\right)\right)=1$ であ る。よって，禾は定数でなければならない。一方で，点 $\hat{P}_{0}$ で $\hat{\Phi}=0$ であったから，結局，$\hat{\Phi} \equiv 0$ がわかる。すなわち，

$$
\begin{equation*}
\partial_{\bar{z}} \partial_{z} \hat{\Psi}+e^{u} \hat{\Psi}=0 \tag{10.4}
\end{equation*}
$$

が示された。このとき，出の満たす Reality Condition（9．5）より

$$
\begin{aligned}
-\overline{e^{u}} \hat{\Psi}(z, \bar{z}, \hat{P}, \mathbf{e}) & =-\overline{e^{u}} \overline{\hat{\Psi}}(z, \bar{z}, \sigma \rho(\hat{P}), \mathbf{e}) \\
& =\partial_{z} \partial_{\bar{z}} \overline{\partial_{\bar{z}} \partial_{z} \hat{\Psi}(z, \bar{z}, \sigma \rho(\hat{P}), \bar{z}, \sigma \rho(\hat{P}), \mathbf{e})}=\partial_{\bar{z}} \partial_{z} \hat{\Psi}(z, \bar{z}, \hat{P}, \mathbf{e})=-e^{u} \hat{\Psi}(z, \bar{z}, \hat{P}, \mathbf{e})
\end{aligned}
$$

であるから，$\overline{e^{u}}=e^{u}$ ，すなわち，$e^{u}$ は実数であることがわかる。さらに（10．4）より

$$
\begin{aligned}
\partial_{\bar{z}} \psi_{2} & =\partial_{\bar{z}} \partial_{z} \psi_{1}=\partial_{\bar{z}} \partial_{z} \hat{\Psi}=-e^{u} \hat{\Psi}--e^{u} \psi_{1} \\
\partial_{z} \psi_{3} & =\partial_{z}\left(-\sqrt{-1} \nu e^{-u} \partial_{\bar{z}} \hat{\Psi}\right) \\
& =-u_{z}\left(-\sqrt{-1} \nu e^{-u} \partial_{\bar{z}} \hat{\Psi}\right)-\sqrt{-1} \nu e^{-u} \partial_{z} \partial_{\bar{z}} \hat{\Psi}=\sqrt{-1} \nu \psi_{1}-u_{z} \psi_{3}
\end{aligned}
$$

以上で，$\psi_{2}, \psi_{3}$ の定義と併せて（10．3）の 4 つの式が示された。
［Step 2］つぎに，$\partial_{z} \psi_{2}-u_{z} \psi_{2}-\psi_{3}=0$ を示す。点 $\hat{P}_{0}$ の近くで

$$
\begin{aligned}
& \psi_{1}=\hat{\Psi}=\exp \left(-\bar{z} \hat{\nu}^{-1}\right)\left(1+\sum_{j=1}^{\infty} \hat{\eta}_{j} \hat{\nu}^{j}\right) \\
& \psi_{2}=\partial_{z} \psi_{1}=\exp \left(-\bar{z} \hat{\nu}^{-1}\right)\left(\sum_{j=1}^{\infty} \partial_{z} \hat{\eta}_{j} \hat{\nu}^{j}\right)
\end{aligned}
$$

であり，点 $\hat{P}_{0}$ の近くでは $\nu=-\sqrt{-1} \hat{\nu}^{3}$ と表せるので

$$
\left\{\begin{aligned}
\partial_{z} \psi_{2} & =\exp \left(-\bar{z} \hat{\nu}^{-1}\right)\left(\sum_{j=1}^{\infty} \partial_{z} \partial_{z} \hat{\eta}_{j} \hat{\nu}^{j}\right), \\
u_{z} \psi_{2} & =\exp \left(-\bar{z} \hat{\nu}^{-1}\right)\left(\sum_{j=1}^{\infty} u_{z} \partial_{z} \hat{\eta}_{j} \hat{\nu}^{j}\right), \\
\psi_{3} & =-\sqrt{-1}\left(-\sqrt{-1} \hat{\nu}^{3}\right) e^{-u} \exp \left(-\bar{z}^{\hat{\nu}^{-1}}\right)\left(-\hat{\nu}^{-1}-\sum_{j=1}^{\infty} \hat{\eta}_{j} \hat{\nu}^{j-1}+\sum_{j=1}^{\infty} \partial_{\bar{z}} \hat{\eta}_{j} \hat{\nu}^{j}\right) \\
& =\exp \left(-\bar{z} \hat{\nu}^{-1}\right)\left(e^{-u} \hat{\nu}^{2}+\sum_{j=1}^{\infty} e^{-u} \hat{\eta}_{j} \hat{\nu}^{j+2}-\sum_{j=1}^{\infty} e^{-u} \partial_{\bar{z}} \hat{\eta}_{j} \hat{\nu}^{j+3}\right)
\end{aligned}\right.
$$

より，つぎが得られる：

$$
\begin{aligned}
& \partial_{z} \psi_{2}-u_{z} \psi_{2}-\psi_{3} \\
& =\exp \left(-\bar{z} \hat{\nu}^{-1}\right)\left(\left(\partial_{z} \partial_{z} \hat{\eta}_{1}-u_{z} \partial_{z} \hat{\eta}_{1}\right) \hat{\nu}+\left(\partial_{z} \partial_{z} \hat{\eta}_{2}-u_{z} \partial_{z} \hat{\eta}_{2}-e^{-u}\right) \hat{\nu}^{2}+O\left(\hat{\nu}^{3}\right)\right) \\
& =\exp \left(-\bar{z} \hat{\nu}^{-1}\right) O(\hat{\nu})
\end{aligned}
$$

あとは，$\widetilde{\Phi}=\left(\partial_{z} \psi_{2}-u_{z} \psi_{2}-\psi_{3}\right) \hat{\Psi}^{-1}=O(\hat{\nu})$ とおけば $\hat{\nu} \rightarrow 0$ のとき $\widetilde{\Phi} \longrightarrow 0$ であ り，$\widetilde{\Phi} \in \mathrm{H}^{0}\left(\hat{\mathcal{C}}, \mathcal{O}_{\hat{\mathcal{C}}}\left(\hat{\mathcal{D}}_{0}\right)\right)$ であるから，［Step 1］の場合と同じ理由により $\widetilde{\Phi} \equiv 0$ ，すな わち，

$$
\partial_{z} \psi_{2}=u_{z} \psi_{2}+\psi_{3}
$$

が成りたつことが示された。
［Step 3］最後に，$\partial_{\bar{z}} \psi_{3}=-e^{-2 u} \psi_{2}$ を示す。同様の方法でできるが，ここでは別の方法で示そう。（9．5）と $\psi_{1}=\hat{\Psi}$ より

$$
\overline{\psi_{1}(\sigma \rho(\hat{P}))}=\psi_{1}(\hat{P})
$$

である。点 $\hat{P}_{0}$ の近くでは $\nu=-\sqrt{-1} \hat{\nu}^{3}$ であるから

$$
\begin{align*}
\psi_{2}(\hat{P}) & =\partial_{z} \psi_{1}(\hat{P})=\partial_{z} \overline{\psi_{1}(\sigma \rho(\hat{P}))}=\overline{\partial_{\bar{z}} \psi_{1}(\sigma \rho(\hat{P}))} \\
& =-\sqrt{-1} \overline{\nu^{-1}}(\sigma \rho(\hat{P})) e^{u} \overline{\psi_{3}(\sigma \rho(\hat{P}))}  \tag{10.5}\\
& =-\sqrt{-1}(-\sqrt{-1}) \overline{\hat{\nu}^{-3}}(\sigma \rho(\hat{P})) e^{u} \overline{\psi_{3}(\sigma \rho(\hat{P}))} \\
& =\hat{\nu}^{3}(\hat{P}) e^{u} \overline{\psi_{3}(\sigma \rho(\hat{P}))} .
\end{align*}
$$

これより

$$
\begin{equation*}
\overline{\psi_{3}(\sigma \rho(\hat{P}))}=\hat{\nu}^{-3}(\hat{P}) e^{-u} \psi_{2}(\hat{P}) \tag{10.6}
\end{equation*}
$$

を得る。（10．5）をzで微分すると

$$
\partial_{z} \psi_{2}(\hat{P})=u_{z} \psi_{2}(\hat{P})+\hat{\nu}^{3}(\hat{P}) e^{u} \overline{\partial_{\bar{z}} \psi_{3}(\sigma \rho(\hat{P}))}
$$

であるが，これと $\left[\right.$ Step 2］で示した $\partial_{z} \psi_{2}=u_{z} \psi_{2}+\psi_{3}$ を比較して

$$
\begin{equation*}
\overline{\partial_{\bar{z}} \psi_{3}(\sigma \rho(\hat{P}))}=\hat{\nu}^{-3}(\hat{P}) e^{-u} \psi_{3}(\hat{P}) \tag{10.7}
\end{equation*}
$$

を得る。（10．7）で $\hat{P} \rightarrow \sigma \rho(\hat{P})$ として複素共役を取り（10．6）を用いると $(\sigma \rho=\rho \sigma$ であることに注意）

$$
\begin{aligned}
\partial_{\bar{z}} \psi_{3}(\hat{P}) & =\overline{\hat{\nu}^{-3}(\sigma \rho(\hat{P}))} e^{-u} \overline{\psi_{3}(\sigma \rho(\hat{P}))} \\
& =-\hat{\nu}^{3}(\hat{P}) e^{-u} \hat{\nu}^{-3}(\hat{P}) e^{-u} \psi_{2}(\hat{P}) \\
& =-e^{-2 u} \psi_{2}(\hat{P})
\end{aligned}
$$

を得る。
以上，［Step 1］，［Step 2］，［Step 3］より $\left\{\psi_{1}=\hat{\Psi}, \psi_{2}=\partial_{z} \hat{\Psi}, \psi_{3}=-\sqrt{-1} \nu e^{-u} \partial_{z} \hat{\Psi}\right\}$ は連立微分方程式（10．3）の解であることがわかった。

「注意」 $e^{u}=\partial_{z} \hat{\eta}_{1}>0$ であること（Non－singularity）を示す必要があるが，これは （10．3）の Compatibility Condition より $u$ は Tzitzéica 方程式の解であることが分 かるので，楕円関数解の形からこれについては問題ない。

つぎに

$$
\begin{equation*}
\hat{V}(\hat{P}, \hat{Q})=\psi_{1}(\hat{P}) \overline{\psi_{1}(\rho(Q))}+e^{-u} \psi_{2}(\hat{P}) \overline{\psi_{2}(\rho(\hat{Q}))}+e^{u} \psi_{3}(\hat{P}) \overline{\psi_{3}(\rho(\hat{Q}))} \tag{10.8}
\end{equation*}
$$

$$
\begin{equation*}
\hat{W}(\hat{P})=\hat{V}(\hat{P}, \hat{P}), \quad(\hat{P}, \hat{Q} \in \hat{\mathcal{C}}) \tag{10.9}
\end{equation*}
$$

と定める。定義では $\hat{V}, \hat{W}$ は $z, \bar{z}$ に依存しているが，実はつぎが成り立つ：
Lemma 10．10．$\hat{V}$ および $\hat{W}$ は $z, \bar{z}$ に依存しない。
$\because(10.1)$ をすべて用いて訃算する。訃算中の点 $\hat{P}, \hat{Q}$ の表記は省略する。

$$
\begin{aligned}
& \partial_{z} \hat{V}(\hat{P}, \hat{Q})=\partial_{z} \psi_{1} \overline{\psi_{1}(\rho)}+\psi_{1} \overline{\partial_{\bar{z}} \psi_{1}(\rho)}-u_{z} e^{-u} \psi_{2} \overline{\psi_{2}(\rho)} \\
&+e^{-u} \partial_{z} \psi_{2} \overline{\psi_{2}(\rho)}+e^{-u} \psi_{2} \overline{\partial_{\bar{z}} \psi_{2}(\rho)}+u_{z} e^{u} \psi_{3} \overline{\psi_{3}(\rho)} \\
&+e^{u} \partial_{z} \psi_{3} \overline{\psi_{3}(\rho)}+e^{u} \psi_{3} \overline{\partial_{\bar{z}} \psi_{3}(\rho)} \\
&=\psi_{2} \overline{\psi_{1}(\rho)}+\psi_{1}\left(-\sqrt{-1} \overline{\lambda^{-3}(\rho)} e^{u} \overline{\psi_{3}(\rho)}\right)-u_{z} e^{-u} \psi_{2} \overline{\psi_{2}(\rho)} \\
&+e^{-u}\left(u_{z} \psi_{2}+\psi_{3}\right) \overline{\psi_{2}(\rho)}+e^{-u} \psi_{2}\left(-e^{u} \overline{\psi_{1}(\rho)}\right)+u_{z} e^{u} \psi_{3} \overline{\psi_{3}(\rho)} \\
&+e^{u}\left(\sqrt{-1} \lambda^{3} \psi_{1}-u_{z} \psi_{3}\right) \overline{\psi_{3}(\rho)}+e^{u} \psi_{3}\left(-e^{-2 u} \overline{\psi_{2}(\rho)}\right) \\
&=0, \\
& \partial_{\bar{z}} \hat{V}(\hat{P}, \hat{Q})=\partial_{\bar{z}} \psi_{1} \overline{\psi_{1}(\rho)}+\psi_{1} \overline{\partial_{z} \psi_{1}(\rho)}-u_{\bar{z}} e^{-u} \psi_{2} \overline{\psi_{2}(\rho)}+e^{-u} \partial_{\bar{z}} \psi_{2} \overline{\psi_{2}(\rho)} \\
&+e^{-u} \psi_{2} \overline{\partial_{z} \psi_{2}(\rho)}+u_{\bar{z}} e^{u} \psi_{3} \overline{\psi_{3}(\rho)}+e^{u} \partial_{\bar{z}} \psi_{3} \overline{\psi_{3}(\rho)}+e^{u} \psi_{3} \overline{\partial_{z} \psi_{3}(\rho)} \\
&=\left(\sqrt{-1} \lambda^{-3} e^{u} \psi_{3}\right) \overline{\psi_{1}(\rho)}+\psi_{1} \psi_{2}(\rho) \\
&-u_{\bar{z}} e^{-u} \psi_{2} \overline{\psi_{2}(\rho)}+e^{-u}\left(-e^{u}\right) \psi_{1} \overline{\psi_{2}(\rho)} \\
&+e^{-u} \psi_{2} \overline{\left(u_{z} \psi_{2}(\rho)+\psi_{3}(\rho)\right)}+u_{\bar{z}} e^{u} \psi_{3} \overline{\psi_{3}(\rho)}+e^{u}\left(-e^{-2 u}\right) \psi_{2} \overline{\psi_{3}(\rho)} \\
&+e^{u} \psi_{3}\left(\sqrt{-1} \lambda^{3}(\rho) \psi_{1}(\rho)-u_{z} \psi_{3}(\rho)\right) \\
&=0 .
\end{aligned}
$$

## $11 s_{0}: M \longrightarrow S^{5}$ の $\hat{\Psi}$ による表示式

結果を先に述べると，$\hat{P}_{j}=\left(\mu_{j}, 0\right),(j=1,2,3)$ としたときに

$$
\begin{equation*}
s_{0}(x, y) \equiv\left(\frac{\hat{\Psi}\left(z, \bar{z}, \hat{P}_{1}, \mathbf{e}\right)}{\sqrt{\hat{W}\left(\hat{P}_{1}\right)}}, \frac{\hat{\Psi}\left(z, \bar{z}, \hat{P}_{2}, \mathbf{e}\right)}{\sqrt{\hat{W}\left(\hat{P}_{2}\right)}}, \frac{\hat{\Psi}\left(z, \bar{z}, \hat{P}_{3}, \mathbf{e}\right)}{\sqrt{\hat{W}\left(\hat{P}_{3}\right)}}\right) \tag{11.1}
\end{equation*}
$$

と表せる。ただし＂三＂は $S^{5}$ の等長変換 $U(3)$ の作用を除いて等しいことを表す。以下，（11．1）を示そう。

## Lemma 11．2．

（1）

$$
\begin{cases}\int_{\hat{P}_{1}}^{\hat{P}_{j}} \hat{\Omega}_{\infty}-\frac{\sqrt{-1}}{2} \mu_{1} & =-F\left(z_{j}\right)-\frac{\sqrt{-1}}{2} \mu_{j}, \\ \int_{\hat{P}_{1}}^{\hat{P}_{j}} \hat{\Omega}_{0}-\frac{\sqrt{-1}}{2} \mu_{1} & =F\left(z_{j}\right)-\frac{\sqrt{-1}}{2} \mu_{j}, \quad(j=1,2,3), \\ F\left(z_{1}\right)=0, \quad F\left(z_{2}\right) & =-\frac{1}{2} \mathbf{U}^{0}, \quad F\left(z_{3}\right)=-\frac{1}{2} \mathbf{U}^{0} .\end{cases}
$$

（2）

$$
\Phi_{e}\left(z, \bar{z}, \hat{P}_{j}\right)= \begin{cases}\exp \left(\sqrt{-1} r_{1} y\right) & (j=1) \\ \exp \left(\mathbf{U}^{0} x+\sqrt{-1} r_{2} y\right) & (j=2) \\ \exp \left(\mathbf{U}^{0} x+\sqrt{-1} r_{3} y\right) & (j=3)\end{cases}
$$

$\because(1)$ は（8．9），（8．10）より得られる。 $z_{1}=\omega^{\prime}, z_{2}=\omega+\omega^{\prime}, z_{3}=\omega$ であったが，例 えば，

$$
\begin{aligned}
F\left(z_{3}\right) & =\frac{1}{\sqrt{2} \sqrt{-1}}\left(\zeta_{w}\left(z_{3}\right)-\frac{\zeta_{w}\left(\omega^{\prime}\right)}{\omega^{\prime}} z_{3}\right) \\
& =\frac{1}{\sqrt{2} \sqrt{-1} \omega^{\prime}}\left(\zeta_{w}(\omega) \omega^{\prime}-\zeta_{w}\left(\omega^{\prime}\right) \omega\right)=-\frac{\pi \sqrt{-1}}{4 \omega_{0}}=-\frac{1}{2} \mathbf{U}^{0}
\end{aligned}
$$

（2）

$$
\begin{aligned}
\Phi_{e}\left(z, \bar{z}, \hat{P}_{1}\right) & =\exp \left(z\left(-\frac{\sqrt{-1}}{2} \mu_{1}\right)-\bar{z}\left(-\frac{\sqrt{-1}}{2} \mu_{1}\right)\right)=\exp \left(\frac{r_{1}}{2}(z-\bar{z})\right)=\exp \left(\sqrt{-1} r_{1} y\right) \\
\Phi_{e}\left(z, \bar{z}, \hat{P}_{2}\right) & =\exp \left(z\left(\frac{1}{2} \mathbf{U}^{0}-\frac{\sqrt{-1}}{2} \mu_{2}\right)-\bar{z}\left(-\frac{1}{2} \mathbf{U}^{0}-\frac{\sqrt{-1}}{2} \mu_{2}\right)\right) \\
& =\exp \left(\frac{1}{2} \mathbf{U}^{0}(z+\bar{z})+\frac{r_{2}}{2}(z-\bar{z})\right)=\exp \left(\mathbf{U}^{0} x+\sqrt{-1} r_{2} y\right)
\end{aligned}
$$

同様にして，$\Phi_{e}\left(z, \bar{z}, \hat{P}_{3}\right)=\exp \left(\mathbf{U}^{0} x+\sqrt{-1} r_{3} y\right)$ が得られる。
$u=\sqrt{2} \sqrt{\zeta_{3}-\zeta_{1}} x$ のとき，

$$
v=\frac{u}{2 K(p)}=\frac{\sqrt{2}}{2} \sqrt{\zeta_{3}-\zeta_{1}} x \times \frac{1}{\sqrt{2} \sqrt{\zeta_{3}-\zeta_{1} \omega_{0}}}=\frac{x}{2 \omega_{0}}=\frac{\mathbf{U}^{0}}{\pi \sqrt{-1}} x
$$

より

$$
z=2 \pi \sqrt{-1} v=2 \mathbf{U}^{0} x, \quad(z+\bar{z}) \mathbf{U}^{0}=2 \mathbf{U}^{0} x
$$

に注意して，（4．5），（7．3）および Lemma 11.2 より

$$
\begin{aligned}
\operatorname{dn}(u, p) & =\frac{\theta(\pi \sqrt{-1}) \theta\left(2 \mathbf{U}^{0} x\right)}{\theta(0) \theta\left(2 \mathbf{U}^{0} x+\pi \sqrt{-1}\right)} \\
& =\hat{\Psi}\left(z, \bar{z}, \hat{P}_{1}, \pi \sqrt{-1}\right) \Phi_{\theta}^{-1}\left(z, \bar{z}, \hat{P}_{1}\right)=\hat{\Psi}\left(z, \bar{z}, \hat{P}_{1}, \pi \sqrt{-1}\right) \exp \left(-\sqrt{-1} r_{1} y\right) \\
\operatorname{cn}(u, p) & =\frac{\theta(\pi \sqrt{-1}) \theta\left(2 \mathbf{U}^{0} x+\frac{1}{2} \Pi\right)}{\theta\left(\frac{1}{2} \Pi\right) \theta\left(2 \mathbf{U}^{0} x+\pi \sqrt{-1}\right)} \exp \left(\mathbf{U}^{0} x\right) \\
& =\hat{\Psi}\left(z, \bar{z}, \hat{P}_{2}, \pi \sqrt{-1}\right) \exp \left(\mathbf{U}^{0} x\right) \Phi_{\theta}^{-1}\left(z, \bar{z}, \hat{P}_{2}\right) \\
& =\hat{\Psi}\left(z, \bar{z}, \hat{P}_{2}, \pi \sqrt{-1}\right) \exp \left(-\sqrt{-1} r_{2} y\right)
\end{aligned}
$$

である。ただし，sn は奇関数であり $\left.\hat{\Psi}\right|_{z=0}=1$ を考慮すると， sn に関しては $\mathrm{cn}, \mathrm{dn}$ と同じようには表せない。そこで，まず

$$
\operatorname{sn}(u, p)=-\sqrt{-1} \frac{\theta(0) \theta\left(2 \mathbf{U}^{0} x+\pi \sqrt{-1}+\frac{1}{2} \Pi\right)}{\theta\left(\frac{1}{2} \Pi\right) \theta\left(2 \mathbf{U}^{0} x+\pi \sqrt{-1}\right)} \exp \left(\mathbf{U}^{0} x\right)
$$

と表示して，

$$
\hat{\Psi}\left(z, \bar{z}, \hat{P}_{3}, \pi \sqrt{-1}\right) \Phi_{e}\left(z, \bar{z}, \hat{P}_{3}\right)^{-1}=\frac{\theta(\pi \sqrt{-1}) \theta\left(2 \mathbf{U}^{0} x+\pi \sqrt{-1}+\frac{1}{2} \Pi\right)}{\theta\left(\frac{1}{2} \Pi+\pi \sqrt{-1}\right) \theta\left(2 \mathbf{U}^{0} x+\pi \sqrt{-1}\right)}
$$

と比較する。 $\Pi+\pi \sqrt{-1}$ は $\theta$ 関数の zero 点であるので点 $\hat{P}_{3}$ は $\hat{\Psi}$ の極になってい る。よって，これを除去する必要がある。そのために，$\hat{\Psi}\left(\omega_{0}, \omega_{0}, \hat{P}_{3}, \pi \sqrt{-1}\right)$ を訃算 すると

$$
\begin{aligned}
\hat{\Psi}\left(\omega_{0}, \omega_{0}, \hat{P}_{3}, \pi \sqrt{-1}\right) & =\frac{\theta\left(\frac{1}{2} \Pi\right) \theta(\pi \sqrt{-1})}{\theta\left(\frac{1}{2} \Pi+\pi \sqrt{-1}\right) \theta(0)} \exp \left(\omega_{0}\left(\frac{1}{2} \mathbf{U}^{0}-\frac{\sqrt{-1}}{2} \mu_{3}\right)-\omega_{0}\left(-\frac{1}{2} \mathbf{U}^{0}-\frac{\sqrt{-1}}{2} \mu_{3}\right)\right) \\
& =\frac{\theta\left(\frac{1}{2} \Pi\right) \theta(\pi \sqrt{-1})}{\theta\left(\frac{1}{2} \Pi+\pi \sqrt{-1}\right) \theta(0)} \exp \left(\frac{\pi \sqrt{-1}}{2}\right) \\
& =\sqrt{-1} \frac{\theta\left(\frac{1}{2} \Pi\right) \theta(\pi \sqrt{-1})}{\theta\left(\frac{1}{2} \Pi+\pi \sqrt{-1}\right) \theta(0)}
\end{aligned}
$$

を考虑して，

$$
\begin{aligned}
\operatorname{sn}(u, p) & =\left(\hat{\Psi}\left(\omega_{0}, \omega_{0}, \hat{P}_{3}, \pi \sqrt{-1}\right)^{-1} \hat{\Psi}\left(z, \bar{z}, \hat{P}_{3}, \pi \sqrt{-1}\right) \Phi_{e}\left(z, \bar{z}, \hat{P}_{3}\right)^{-1} \exp \left(\mathbf{U}^{0} x\right)\right. \\
& =\left(\hat{\Psi}\left(\omega_{0}, \omega_{0}, \hat{P}_{3}, \pi \sqrt{-1}\right)^{-1} \hat{\Psi}\left(z, \bar{z}, \hat{P}_{3}, \pi \sqrt{-1}\right) \exp \left(-\sqrt{-1} r_{3} y\right)\right.
\end{aligned}
$$

と表しておく。よって，（5．14）より

$$
\begin{aligned}
s_{0}(x, y)= & \left(\sqrt{\frac{r_{2}}{r_{2}-r_{1}}} e^{\mu_{1} y} \operatorname{dn}\left(\sqrt{2} \sqrt{\zeta_{3}-\zeta_{1}} x, p\right), \sqrt{\frac{r_{1}}{r_{1}-r_{2}}} e^{\mu_{2} y} \operatorname{cn}\left(\sqrt{2} \sqrt{\zeta_{3}-\zeta_{1}} x, p\right)\right. \\
& \left.\sqrt{\frac{r_{1}}{r_{1}-r_{3}}} e^{\mu_{3} y} \operatorname{sn}\left(\sqrt{2} \sqrt{\zeta_{3}-\zeta_{1}} x, p\right)\right) \\
=\left(\sqrt{\frac{r_{2}}{r_{2}-r_{1}}} \hat{\Psi}\left(z, \bar{z}, \hat{P}_{1}\right),\right. & \sqrt{\frac{r_{1}}{r_{1}-r_{2}}} \hat{\Psi}\left(z, \bar{z}, \hat{P}_{2}\right), \\
& \left.\sqrt{\frac{r_{1}}{r_{1}-r_{3}}}\left(\hat{\Psi}\left(\omega_{0}, \omega_{0}, \hat{P}_{3}\right)\right)^{-1} \hat{\Psi}\left(z, \bar{z}, \hat{P}_{3}\right)\right)
\end{aligned}
$$

と表せる。ここで，（10．9）で定義した $\hat{W}_{j},(j=1,2,3)$ を用いて $\hat{\Psi}\left(z, \bar{z}, \hat{P}_{j}\right),(j=$ $1,2,3)$ の係数の部分が表せることを以下示そう。そのために，まず $\hat{\mathcal{C}}$ 上の関数 $C(\hat{P})$ を適当にとり

$$
\begin{cases}\widetilde{\Psi}(z, \bar{z}, \hat{P}) & =C(\hat{P}) \hat{\Psi}(z, \bar{z}, \hat{P}) \\ \text { with } & \overline{C(\sigma \rho(\hat{P}))}=C(\hat{P})\end{cases}
$$

と定める。ただし，

$$
C\left(\hat{P}_{1}\right)=1, \quad C\left(\hat{P}_{2}\right)=1, \quad C\left(\hat{P}_{3}\right)=\left(\hat{\Psi}\left(\omega, \omega_{0}, \hat{P}_{3}\right)\right)^{-1}
$$

を満たすものとする。この $\widetilde{\Psi}$ をもとに連立微分方程式（10．1）の解を $\widetilde{\psi}_{j},(j=1,2,3)$ とし，これを用いて（10．8），（10．9）で定義されるものを，それぞれ，$\widetilde{V}(\hat{P}, \hat{Q}), \widetilde{W}(\hat{P})$ とする。このとき，$\widetilde{W}$ と $\hat{W}$ は

$$
\begin{aligned}
\widetilde{W}(\hat{P})= & \widetilde{\psi}_{1}(\hat{P}) \overline{\tilde{\psi}_{1}(\rho(\hat{P}))}+e^{-u} \widetilde{\psi}_{2} \overline{\psi_{2}(\rho(\hat{P}))}+e^{u} \widetilde{\widetilde{\psi}_{3} \widetilde{\psi_{3}}(\rho(\hat{P}))} \\
= & C(\hat{P}) \psi_{1}(\hat{P}) \overline{C(\rho(\hat{P})) \psi_{1}(\rho(\hat{P}))}+C(\hat{P}) \overline{C(\hat{P})} e^{-u} \psi_{2}(\hat{P}) \overline{\psi_{2}(\rho(\hat{P}))} \\
& +C(\hat{P}) \psi_{3}(\hat{P}) \overline{C(\rho(\hat{P})) \psi_{3}(\rho(\hat{P}))} \\
= & C(\hat{P}) \overline{C(\rho(\hat{P}))} \hat{W}(\hat{P})
\end{aligned}
$$

という関係式を満たしている。従って，特に $\widetilde{W} も z, \bar{z}$ に依存しない。いま，

$$
\left\{\begin{array}{l}
\widetilde{\Psi}\left(z, \bar{z}, \hat{P}_{1}\right)=e^{\sqrt{-1} r_{1} y} \operatorname{dn}\left(\sqrt{2} \sqrt{\zeta_{3}-\zeta_{1}} x\right)  \tag{11.3}\\
\widetilde{\Psi}\left(z, \bar{z}, \hat{P}_{2}\right)=e^{\sqrt{-1} r_{2} y} \operatorname{cn}\left(\sqrt{2} \sqrt{\zeta_{3}-\zeta_{1}} x\right) \\
\widetilde{\Psi}\left(z, \bar{z}, \hat{P}_{3}\right)=e^{\sqrt{-1} r_{3} y} \operatorname{sn}\left(\sqrt{2} \sqrt{\zeta_{3}-\zeta_{1}} x\right)
\end{array}\right.
$$

である。よって，この表示式を逆に利用して $\widetilde{\Psi}\left(\hat{P}_{j}\right)$ の微分を計算できる。

$$
\left\{\begin{aligned}
\left.\partial_{z} \widetilde{\Psi}\left(\hat{P}_{1}\right)\right|_{z=0} & =\frac{r_{1}}{2},\left.\quad \partial_{z} \widetilde{\Psi}\left(\hat{P}_{2}\right)\right|_{z=0}=\frac{r_{2}}{2},\left.\quad \partial_{z} \widetilde{\Psi}\left(\hat{P}_{3}\right)\right|_{z=0}=\frac{\sqrt{2}}{2} \sqrt{\zeta_{3}-\zeta_{1}}, \\
\left.\partial_{\bar{z}} \widetilde{\Psi}\left(\hat{P}_{1}\right)\right|_{z=0} & =-\frac{r_{1}}{2},\left.\quad \partial_{\bar{z}} \widetilde{\Psi}\left(\hat{P}_{2}\right)\right|_{z=0}=-\frac{r_{2}}{2},\left.\quad \partial_{\bar{z}} \widetilde{\Psi}\left(\hat{P}_{3}\right)\right|_{z=0}=\frac{\sqrt{2}}{2} \sqrt{\zeta_{3}-\zeta_{1}}, \\
\left.e^{u}\right|_{z=0} & =\zeta_{3}=-r_{3}^{-1}
\end{aligned}\right.
$$

$\widetilde{\psi}_{2}=\partial_{z} \widetilde{\Psi}, \widetilde{\psi_{3}}=-\sqrt{-1} \nu e^{-u} \partial_{\bar{z}} \widetilde{\Psi}$ であるが，$\hat{P}=\hat{P}_{1}, \hat{P}_{2}, \hat{P}_{3}$ となるのは $\lambda=\sqrt{-1}$ のと きであり，$\nu=(\sqrt{-1})^{3}=-\sqrt{-1}$ の場合である。よって，$\widetilde{\psi}_{3}\left(\hat{P}_{j}\right)=-e^{-u} \partial_{\bar{z}} \widetilde{\Psi}\left(\hat{P}_{j}\right),(j=$ $1,2,3)$ となっていることに注意しよう。これらと，$r_{1} r_{2} r_{3}=2$ および $C_{j}=-r_{j}^{-1},(j=$ $1,2,3)$ に注意して

$$
\left\{\begin{array}{l}
\widetilde{W}\left(\hat{P}_{1}\right)=1-\frac{1}{2} r_{1}^{2} r_{3}=1-\frac{r_{1}}{r_{2}}=\frac{r_{2}-r_{1}}{r_{2}}  \tag{11.4}\\
\widetilde{W}\left(\hat{P}_{2}\right)=1-\frac{1}{2} r_{2}^{2} r_{3}=1-\frac{r_{2}}{r_{1}}=\frac{r_{1}-r_{2}}{r_{1}} \\
\widetilde{W}\left(\hat{P}_{3}\right)=-r_{3}\left(\zeta_{3}-\zeta_{1}\right)=\frac{r_{1}-r_{3}}{r_{1}}
\end{array}\right.
$$

を得る。（11．3）と（11．4）よりつぎを得る：

$$
s_{0}(x, y)=\left(\frac{\widetilde{\Psi}\left(z, \bar{z}, \hat{P}_{1}, \pi \sqrt{-1}\right)}{\sqrt{\widetilde{W}\left(\hat{P}_{1}\right)}}, \frac{\widetilde{\Psi}\left(z, \bar{z}, \hat{P}_{2}, \pi \sqrt{-1}\right)}{\sqrt{\widetilde{W}\left(\hat{P}_{2}\right)}}, \frac{\widetilde{\Psi}\left(z, \bar{z}, \hat{P}_{3}, \pi \sqrt{-1}\right)}{\sqrt{\widetilde{W}\left(\hat{P}_{3}\right)}}\right)
$$

ところが，

$$
\frac{\widetilde{\Psi}\left(z, \bar{z}, \hat{P}_{j}, \pi \sqrt{-1}\right)}{\sqrt{\widetilde{W}\left(\hat{P}_{j}\right)}}=\frac{\hat{\Psi}\left(z, \bar{z}, \hat{P}_{j}, \pi \sqrt{-1}\right)}{\sqrt{\hat{W}\left(\hat{P}_{j}\right)}} \times \frac{C\left(\hat{P}_{j}\right)}{\left|C\left(\hat{P}_{j}\right)\right|}
$$

がわかる。しかも，$C\left(\hat{P}_{1}\right)=C\left(\hat{P}_{2}\right)=1$ であり，$C\left(\hat{P}_{3}\right)= \pm \sqrt{-1}\left|C\left(\hat{P}_{3}\right)\right|$ もわかる。従って，$U(3)$ の作用を modulo として

$$
s_{0}(x, y) \equiv\left(\frac{\hat{\Psi}\left(z, \bar{z}, \hat{P}_{1}, \pi \sqrt{-1}\right)}{\sqrt{\hat{W}\left(\hat{P}_{1}\right)}}, \frac{\hat{\Psi}\left(z, \bar{z}, \hat{P}_{2}, \pi \sqrt{-1}\right)}{\sqrt{\hat{W}\left(\hat{P}_{2}\right)}}, \frac{\hat{\Psi}\left(z, \bar{z}, \hat{P}_{3}, \pi \sqrt{-1}\right)}{\sqrt{\hat{W}\left(\hat{P}_{3}\right)}}\right)
$$

が得られる。

## $12 \xi$ の固有ベクトルと固有値

（10．1）の解から $F$ を求めると

$$
\begin{aligned}
F & =\widetilde{F} P^{-1}=\left(\begin{array}{lll}
\hat{\Psi} & \partial_{z} \hat{\Psi} & -\sqrt{-1} \lambda^{3} e^{-u} \partial_{\bar{z}} \hat{\Psi}
\end{array}\right)\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & \sqrt{-1} \lambda^{-1} e^{-\frac{u}{2}} & 0 \\
0 & 0 & \lambda^{-2} e^{\frac{u}{2}}
\end{array}\right) \\
& =\left(\begin{array}{lll}
\hat{\Psi} & \sqrt{-1} \lambda^{-1} e^{-\frac{u}{2}} \partial_{z} \hat{\Psi} & -\sqrt{-1} \lambda e^{-\frac{u}{2}} \partial_{\bar{z}} \hat{\Psi}
\end{array}\right)
\end{aligned}
$$

より，

$$
\begin{equation*}
F_{1}=\hat{\Psi}, \quad F_{2}=\sqrt{-1} \lambda^{-1} e^{-\frac{u}{2}} \partial_{z} \hat{\Psi}, \quad F_{3}=-\sqrt{-1} \lambda e^{-\frac{u}{2}} \partial_{\bar{z}} \hat{\Psi} \tag{12.1}
\end{equation*}
$$

となっている。実際，これを微分してみると， 55 で与えた $U(\lambda), V(\lambda)$ に対して $d F=F(U(\lambda) d z+V(\lambda) d \bar{z})$ が成り立っていることを確かめることができる。一方， Spectral curve を定義するときに用いた $\xi(0)=\left.\lambda U\right|_{z=0}+\left.\lambda^{-1} V\right|_{z=0}$ は

$$
\xi(0)=\left(\begin{array}{ccc}
0 & -\lambda^{-1} \sqrt{-r_{3}^{-1}} & -\lambda \sqrt{-r_{3}^{-1}} \\
\lambda \sqrt{-r_{3}^{-1}} & 0 & -\lambda^{-1} r_{3} \\
\lambda^{-1} \sqrt{-r_{3}^{-1}} & \lambda r_{3} & 0
\end{array}\right), \quad\left(\lambda \in S^{1}\right)
$$

となる。 $\vec{H} \xi(0)=\mu \vec{H}$ を満たす固有ベクトルを求めると，$\hat{r}_{3}=\sqrt{-r_{3}}$ とおくとき，

$$
\begin{equation*}
\vec{H}=\left(\hat{r}_{3} \lambda\left(\lambda^{3} \hat{r}_{3}^{2}-\mu\right) \quad \hat{r}_{3}^{4} \lambda^{3} \mu+1 \quad-\lambda^{2}\left(\hat{r}_{3}^{2} \mu^{2}+1\right)\right) \tag{12.2}
\end{equation*}
$$

となることがわかる。ジェネリックな $\lambda$ に対して，$\mu$ の値は 3 つあるから，それら を $\widetilde{\mu}_{1}, \widetilde{\mu}_{2}, \widetilde{\mu}_{3}$ とする。 $\lambda=\sqrt{-1}$ のとき $\widetilde{\mu}_{j}=\mu_{j}=\sqrt{-1} r_{j},(j=1,2,3)$ である。 $\widetilde{P}_{j}=\left(\widetilde{\mu}_{j}, \lambda\right),(j=1,2,3)$ とし

$$
\vec{H}_{j}=\left.\vec{H}\right|_{\mu=\widetilde{\mu}_{j}}, \quad \widetilde{\varphi}_{j}=F\left(z, \bar{z}, \widetilde{P}_{j}\right) \quad(j=1,2,3)
$$

とおく。このとき，$\vec{H}_{j} \xi(0)=\widetilde{\mu}_{j} \vec{H}_{j},(j=1,2,3)$ を満たしている。 $\Phi={ }^{t}\left(\begin{array}{lll} & \widetilde{\varphi}_{1} & \widetilde{\varphi}_{2} \\ \widetilde{\varphi}_{3}\end{array}\right)$ により $3 \times 3$－行列を定めれば，

$$
d \Phi=\Phi(U(\lambda) d z+V(\lambda) d \bar{z})
$$

を満たす。さらに，$\xi(z, \bar{z}, \lambda)=\operatorname{Ad}\left(\Phi^{-1}\right) \xi(0)$ は

$$
d \xi=\left[\xi, \Phi^{-1} d \Phi\right]=[\xi, U(\lambda) d z+V(\lambda) d \bar{z}]
$$

を満たすことがわかる。ここで，$\hat{F}_{j}=\vec{H}_{j} \Phi,(j=1,2,3)$ により 3 つの行ベクトル を定義すると，つぎが成り立つ：

$$
\left\{\begin{array}{l}
\partial_{z} \hat{F}_{j}=\vec{H}_{j} \Phi U(\lambda)=\hat{F}_{j} U(\lambda), \\
\partial_{\bar{z}} \hat{F}_{j}=\vec{H}_{j} \Phi V(\lambda)=\hat{F}_{j} V(\lambda), \quad(j=1,2,3)
\end{array}\right.
$$

これはつぎと同値である：

$$
d \hat{F}_{j}=\hat{F}_{j}(U(\lambda) d z+V(\lambda) d \bar{z}), \quad(j=1,2,3)
$$

このとき

$$
\hat{F}_{j} \xi=\vec{H}_{j} \Phi \xi=\vec{H}_{j} \xi(0) \Phi=\widetilde{\mu}_{j} \vec{H}_{j} \Phi=\widetilde{\mu}_{j} \hat{F}_{j}, \quad(j=1,2,3)
$$

より $\hat{F}_{j} \xi=\widetilde{\mu}_{j} \hat{F}_{j},(j=1,2,3)$ である。すなわち，$\hat{F}_{j}$ は $\xi$ の $\widetilde{\mu}_{j}$－固有ベクトルである。 いま，$\xi$ は正規行列 $\left(\xi \xi^{*}=\xi^{*} \xi\right)$ なので，異なる固有値に対応する固有ベクトルはエ ルミート内積に関して互いに直交している。すなわち，$\hat{F}_{i}$ と $\hat{F}_{j},(j \neq i)$ はエルミー ト内積に関して直交している。一方で，$\xi(0)$ も正規行列なので $\vec{H}_{i}$ と $\vec{H}_{j},(j \neq i)$ もエルミート内積に関して直交している。固定した入に対して，これらは定数ベク トルであるから，定数 $c_{1}, c_{2}, c_{3} \in \mathbf{C}$ を選んで

$$
\mathcal{V}:=\left(\begin{array}{l}
c_{1} \vec{H}_{1} \\
c_{2} \vec{H}_{2} \\
c_{3} \vec{H}_{3}
\end{array}\right) \in U(3)
$$

とできる。従って，最初から $\mathcal{V} \in U(3)$ となるように $\vec{H}_{j},(j=1,2,3)$ を選んでお く。このとき

$$
\left(\begin{array}{l}
\widetilde{\varphi}_{1} \\
\widetilde{\varphi}_{2} \\
\widetilde{\varphi}_{3}
\end{array}\right)=\Phi=\mathcal{V}^{-1}\left(\begin{array}{l}
\hat{F}_{1} \\
\hat{F}_{2} \\
\hat{F}_{3}
\end{array}\right)
$$

であるから，$\Phi$ の各行ベクトル $\widetilde{\varphi}_{i}$ と $\widetilde{\varphi}_{j},(j=1,2,3)$ はエルミート内積に関して直交していることがわかる。まとめると，つぎがわかった：
Proposition 12．3．$\hat{\mathcal{C}} \ni \hat{P}, \hat{Q}$ が，$\hat{P} \neq \hat{Q}$ かつ $\lambda(\hat{P})=\lambda(\hat{Q})$ を満たすならば $\hat{V}(\hat{P}, \hat{Q})=0$ である。
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