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## Preface

The present volume of Math-for-Industry Lecture Note Series collects the abstracts of all invited talks at the workshop on " $\beta$-transformation and related topics" held at Institute of Mathematics for Industry (IMI), ItoCampus, Kyushu University, Fukuoka, Japan, March 10, 2015. The workshop is held during the visit to IMI of Professor Evgeny Verbitskiy (Leiden and Groningen) and Professor Charlene Kalle (Leiden). Professor Verbitskiy is now a visiting professor at IMI.

The purpose of this workshop is to overview recent developments around $\beta$-transformations and also to provide a forum for discussions of related topics and for exchange of ideas and information between researchers who investigate them from various points of view.

A $\beta$-transformation is a piecewise linear expanding map $T_{\beta}:[0,1) \rightarrow$ $[0,1)(\beta>1)$ defined by $T_{\beta}(x)=\beta x-\lfloor\beta x\rfloor$. This transformation is closely related to the so-called $\beta$-expansions of real numbers which generalize the $q$-adic expansions of real numbers for integer $q$. The study on this transformation was initiated by Alfréd Rényi (1957). He showed that $T_{\beta}$ has the unique absolutely continuous invariant probability measure $\nu_{\beta}$, under which $T_{\beta}$ is ergodic. William Parry (1960) gave sufficient conditions for a sequence of integers from a finite alphabet set $\{0,1, \ldots,\lceil\beta-1\rceil\}$ to arise as a sequence of digits of a $\beta$-expansion, which naturally induces shift dynamical systems. He also gave an expression of the Radon-Nikodym density of $\nu_{\beta}$. Yoichiro Takahashi (1973) and Yoichiro Takahashi and Shunji Ito (1974) studied further the symbolic dynamical structure of $\beta$-transformations. Since the transformation was introduced, over many years, there have been lots of research from various viewpoints. It still continues to be developed.

Workshop talks cover several topics related to $\beta$-transformations from both theoretical and practical points of view. C. Kalle speaks about recent results on isomorphisms between positive and negative $\beta$-transformations. S. Akiyama introduces and discusses a natural generalization of $T_{\beta}$ which are extended to transformations on the complex plane by adding rotations. T. Kohda and Y. Jitsumatsu make emphasis on the practical aspect of $\beta$-transformations. T. Kohda gives a brief review on the background of A/D(analog-to-digital) and $\mathrm{D} / \mathrm{A}$ (digital-to-analog) conversion, and discusses the advantages of $\beta$-encoders proposed by him and co-authors. Y. Jitsumatsu discusses a random binary sequence generator based on the output sequence from the $\beta$-encoder. R. Tanaka considers a Dirichlet series associated with
independent 0-1 random coefficients and discuss the regularity of its distribution. H. Sumi discusses fractal structure of rational semigroups and complex version of devil's staircase and Takagi's function in the framework of multifractal formalism. E. Verbitskiy speaks about random $\beta$ - and continued fraction transformations and discusses existence of invariant measures and their regularity.

We are very much grateful to all the participants, especially the invited speakers for their contribution to preparing abstracts and giving talks. We are also grateful to Ms. Tsubura Imabayashi for her help. Without her generous effort, the workshop would not have been so smoothly organized.

We hope all the participants enjoy this workshop and have a pleasant stay in Fukuoka.

This workshop is financially supported by Progress 100 (World Premier International Researcher Invitation Program), Kyushu University.
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# ISOMORPHISMS BETWEEN POSITIVE AND NEGATIVE $\beta$-TRANSFORMATIONS 

CHARLENE KALLE

For real numbers $\beta>1$, the $\beta$-transformation is the map $T$ defined from the unit interval to itself by $T x=\beta x(\bmod 1)$. See Figure 1(a) below. It was first introduced by Rényi in 1957 ([13]) and since then a lot of research has been done on the dynamical properties of the map. It is well known that the map has a unique ergodic invariant measure, $\mu$, absolutely continuous to Lebesgue ([12]) and that the entropy for this measure is $\log \beta([14]$, see also [5]). In this talk I will focus on the case $1<\beta<2$.


Figure 1. bla

The map $T$ is intimately related to $\beta$-expansions, which are obtained as follows. For $x \in[0,1)$, set $b_{n}(x)=0$ if $0 \leq T^{n-1} x<\frac{1}{\beta}$ and $b_{n}(x)=1$ otherwise. Then

$$
x=\sum_{n \geq 1} \frac{b_{n}(x)}{\beta^{n}}
$$

which is called a $\beta$-expansion of $x$. In 2006 Daubechies et al. proposed to use $\beta$-expansions for analog-to-digital encoders ([1, 2]), due to their favourable robustness properties. In 2008, Kohda, Hironaka and Aihara further investigated the properties of such a $\beta$-encoder and proposed that the use of negative $\beta$-expansions would improve the process even more ([8]). This has led increase in research on negative $\beta$-expansions.

In its simplest form a negative $\beta$-expansion of a number $x$ with digits 0 and 1 is an expression of the form

$$
x=\sum_{n \geq 1}(-1)^{n} \frac{b_{n}}{\beta^{n}}, \quad \text { where } b_{n} \in\{0,1\} \text { for all } n \geq 1
$$

Dynamically such expansions can be generated by iterating the map shown in Figure 1(b). The map in this form was introduced and studied by Ito and Sadahiro in 2009 [6]. Call it $S_{I S}$. They found, among other things, an invariant measure for this map that is absolutely conyinuous with respect to Lebesgue. Call this measure $\nu_{I S}$. Further investigations on the negative transformation and on the negative expansions revealed many similarities to the positive map and expansions (see $[4,3,9,10,11]$ among others). This gave rise to a natural question: are the positive and negative $\beta$-transformation really different, or are they essentially the same? This is the question that we will address in this talk.

In an ergodic theoretic set up the notion of being the same means that there exists an isomorphism: There are sets $N \subseteq[0,1)$ and $M \subseteq\left(-\frac{\beta}{\beta+1}, \frac{1}{\beta+1}\right]$ such that $\mu(N)=1=\nu_{I S}(M)$ and $T(N) \subseteq N$ and $S_{I S}(M) \subseteq M$ and there is an invertible, measurable and measure preserving map $\phi: N \rightarrow M$ such that $\phi \circ T=S_{I S} \circ \phi$.

Instead of asking for an isomorphism between $T$ and $S_{I S}$, we first replace $S_{I S}$ by the map in Figure 1(c). These two maps are isomorphic and it is more convenient to study the existence of isomorphisms between the maps in Figure 1(a) and (c). The map in Figure 1(c), which we call $S$ is defined from the unit interval to itself by

$$
S x= \begin{cases}1-\beta x, & \text { if } 0<x<\frac{1}{\beta} \\ 2-\beta x, & \text { if } \frac{1}{\beta} \leq x \leq 1\end{cases}
$$

In this talk we will discuss the following two results.
Theorem 0.1. If $\beta>1$ is a multinacci number, i.e., if $\beta>1$ satisfies $\beta^{n}-\beta^{n-1}-\cdots-\beta-1=0$, then the maps $T$ and $S$ are isomorphic.

If $\beta$ is the $n$-th multinacci number, then we have detailed information on the orbit of the point 1 for both maps $T$ and $S$. This result can then be proven by showing that both maps are isomorphic to the same Markov shift.

Theorem 0.2. If $1<\beta<2$ is not equal to a multinacci number, then the two maps $T$ and $S$ are not isomorphic.

For this result we will only consider a sketch of the proof. This involves considering sets of points that have the same number of pre-images under iterates of $T_{\beta}$ and $S_{\beta}$. To be more precise, we consider the sets

$$
\begin{aligned}
I_{k, n}^{+} & =\left\{x \in[0,1): T_{\beta}^{-n}\{x\}=k\right\}, \\
I_{k, n}^{-} & =\left\{x \in[0,1): S_{\beta}^{-n}\{x\}=k\right\} .
\end{aligned}
$$

We will show that for the invariant measure $\mu$ for $T$ and for the invariant measure $\nu$ for $S$ there exist numbers $k$ and $n$ such that $\mu\left(I_{k, n}^{+}\right) \neq \nu\left(I_{k, n}^{-}\right)$. This implies that $T$ and $S$ cannot be isomorphic.

These results can be found in [7].
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# On Random Expansions of Numbers 

Evgeny Verbitskiy<br>Institute of Mathematics for Industry, Kyushu University, Japan<br>Mathematical Institute, Leiden University, The Netherlands

It is well-known that dynamical systems can be used to generate expansions of real numbers, e.g., the so-called $\beta$-expansions

$$
\begin{equation*}
x=\sum_{k \geq 1} \frac{a_{k}}{\beta^{k}}, \quad \beta>1, a_{k} \in\{0,1, \ldots,\lfloor\beta\rfloor\}, \tag{1}
\end{equation*}
$$

or the continued fraction expansions:

$$
x=\frac{1}{a_{1} \pm \frac{1}{a_{2} \pm \frac{1}{a_{3} \pm \frac{1}{\ldots}}}}, \quad a_{k} \in \mathbb{N} .
$$

The corresponding $\beta$ - and continued fractions transformations are classical objects of study in the theory of dynamical systems. Ergodic point of view (the study of properties of the invariant measures of these transformations) provides further insights into the numbertheoretic properties of these expansions.

## 1 Random $\beta$-expansions

Any expansion (1) is called a $\beta$-expansion of $x$. It turns out that for non-integer base $\beta>1$, most numbers in the interval $\left[0, \frac{\lfloor\beta\rfloor}{\beta-1}\right]$ admit infinitely many $\beta$-expansions. The natural question is whether one can devise a dynamical way to describe (generate) all possible $\beta$-expansions of a given number $x$. It turns out that such a method exists, and the underlying idea is to dynamically randomise the expansion process. In the first part of the talk I will briefly discuss some of the recent works on random $\beta$-expansions $[1-5,10]$.

The basic idea is to combine two maps, the well-known greedy and lazy $\beta$-transformations, denoted by $T_{0}$ and $T_{1}$, respectively. For simplicity, assume that $\beta \in(1,2)$, then each map has two intervals of monotonicity:

$$
T_{0} x=\left\{\begin{array}{ll}
\beta x, & x<\frac{1}{\beta}, \\
\beta x-1, & \text { otherwise },
\end{array} \quad T_{1} x= \begin{cases}\beta x, & x<\frac{1}{\beta(\beta-1)}, \\
\beta x-1, & \text { otherwise },\end{cases}\right.
$$

and the corresponding graphs are



For every $x \in\left[0, \beta^{-1}\right)$ or $\left(\beta^{-1}(\beta-1)^{-1},(\beta-1)^{-1}\right]$, one has $T_{0}(x)=T_{1}(x)$. But for every $x \in\left[\beta^{-1}, \beta^{-1}(\beta-1)^{-1}\right]$, one does have a choice whether to apply $T_{0}$ or $T_{1}$. Let $\sigma$ denote the left shift on the set of sequences $\{0,1\}^{\mathbb{N}}$. The random $\beta$-transformation $K$ is defined from the set $\{0,1\}^{\mathbb{N}} \times\left[0, \frac{1}{\beta-1}\right]$ to itself as follows [1]:

$$
K(\omega, x)= \begin{cases}(\omega, \beta x), & \text { if } x<\frac{1}{\beta}, \\ (\omega, \beta x-1), & \text { if } x>\frac{1}{\beta(\beta-1)}, \\ \left(\sigma \omega, \beta x-\omega_{1}\right), & \text { if } x \in\left[\frac{1}{\beta}, \frac{1}{\beta(\beta-1)}\right] .\end{cases}
$$

For each $x \in\left[0, \frac{1}{\beta-1}\right]$, and every $\omega \in\{0,1\}^{\mathbb{N}}$ we are now able to construct a $\beta$-expansion of $x: x=\sum_{n=1}^{\infty} b_{n} \beta^{-n}$, with $b_{n} \in\{0,1\}$ for all $n \geq 1$ in the following fashion: let

$$
b_{1}=b_{1}(\omega, x)= \begin{cases}0, & \text { if } x<\frac{1}{\beta}, \text { or } x \in\left[\frac{1}{\beta}, \frac{1}{\beta(\beta-1)}\right] \text { and } \omega_{1}=0, \\ 1, & \text { if } x>\frac{1}{\beta(\beta-1)}, \text { or } x \in\left[\frac{1}{\beta}, \frac{1}{\beta(\beta-1)}\right] \text { and } \omega_{1}=1 .\end{cases}
$$

For $n \geq 1$, set $b_{n}(\omega, x)=b_{1}\left(K^{n-1}(\omega, x)\right)$.
Every $\beta$-expansion of $x$ corresponds to some $\omega \in\{0,1\}^{\mathbb{N}}$; for most $x$ 's, different $\omega$ 's correspond to a different $\beta$-expansion of $x$. Dajani and de Vries [2,3] proved that for every $p \in[0,1]$, there exists an invariant probability measure $\nu_{p}=m_{p} \times \mu_{p}$, where $m_{p}$ is the $p$-Bernoulli measure on $\{0,1\}^{\mathbb{N}}$, and $\mu_{p}$ is an absolutely continuous measure on $\left[0, \frac{1}{\beta-1}\right]$. Moreover, $K$ is ergodic, and Bernoulli. Interesting is the link to Bernoulli convolutions: if $\pi_{2}:\{0,1\}^{\mathbb{N}} \times \frac{1}{\beta-1} \rightarrow \frac{1}{\beta-1}$ is the projection on the second component, then

$$
\rho=\nu_{1} \circ \pi_{2}^{-1}
$$

is the Bernoulli convolution - the law describing distributions of random power series

$$
\sum_{k \geq 1} \omega_{k} \beta^{-k},
$$

where $\omega_{k}$ are iid 0.5 -Bernoulli random variables.

## 2 Random continued fractions

Similarly to the case of $\beta$-expansions, continued fraction expansions can be constructed using one of the following maps:

- the Gauss continued fraction map

$$
T_{0}(x)=\left\{\frac{1}{x}\right\}, \quad x \in(0,1),
$$

- the backward continued fraction map

$$
T_{1}(x)=\left\{\frac{1}{1-x}\right\}, \quad x \in(0,1)
$$

where $\{\cdot\}$ denotes the fractional part.
It is well-known that $T_{0}$ admits a unique absolutely continuous invariant probability measure $\mu_{0}$ with density $\frac{1}{(1+x) \log 2}$, while $T_{1}$ only admits a $\sigma$-finite absolutely continuous invariant measure $\mu_{1}$ with the density $\frac{1}{x}$. The source of singularity is the presence of an indifferent fixed point of $T_{1}$ at the origin.

Define $\mathcal{T}:\{0,1\}^{\mathbb{N}} \times(0,1) \rightarrow\{0,1\}^{\mathbb{N}} \times(0,1)$ as

$$
\mathcal{T}(\omega, x)=\left(\sigma \omega, T_{\omega}(x)\right) .
$$

Iterating the random continued fraction map $\mathcal{T}$, gives an expansion of $x$ : for every sequence $\omega \in\{0,1\}^{\mathbb{N}}$,

$$
x=\frac{1}{a_{1}+\frac{(-1)^{\omega_{1}}}{a_{2}+\ddots+\frac{(-1)^{\omega_{k-1}}}{a_{k}+\ddots}}}
$$

where the digit sequence $\left\{a_{k}=a_{k}(\omega, x)\right\}$ is determined by the integer part of the corresponding iterate of $T_{\omega_{k}}$.

An interesting question is whether for a given $p \in[0,1]$ there exists a invariant $\mathcal{T}$ measure $\nu_{p}$ of the form $m_{p} \times \mu_{p}$, where again $m_{p}$ is the $(1-p)$-Bernoulli measure on $\{0,1\}^{\mathbb{N}}$ and $\mu_{p}$ is a finite absolutely continuous measure on $(0,1)$. Note that the invariance of $\nu_{p}$ is equivalent to the following "invariance" condition for $\mu_{p}$ :

$$
\mu_{p}(A)=p \cdot \mu_{p}\left(T_{0}^{-1} A\right)+(1-p) \cdot \mu_{p}\left(T_{1}^{-1} A\right) \quad \text { for all Borel } A \subseteq(0,1) .
$$

Clearly, for $p=1$ the answer is positive as one the question boils down to the question about the standard Gauss map; similarly, for $p=0$, the answer is negative. We have the following result.

Theorem 2.1 (C.Kalle, T. Kempton, E.V. [9]). For any $p \in(0,1]$ there exists an absolutely continuous invariant measure $\mu_{p}$ whose density belongs to the class of functions with bounded variation.

The proof is an application of a recent result of T. Inoue [6], which in some sense completes a long series of results on existence of absolutely continuous invariant measures for random interval maps with countable number of intervals of monotonicity and place dependent probabilities.

The density $f_{p}$ of the measure $\mu_{p}$ satisfies the following equation

$$
\begin{aligned}
f_{p}(x) & =p \sum_{k=1}^{\infty} \frac{1}{(x+k)^{2}} f_{p}\left(\frac{1}{x+k}\right)+(1-p) \sum_{k=1}^{\infty} \frac{1}{(x+k)^{2}} f_{p}\left(1-\frac{1}{x+k}\right) \\
& =: p \mathcal{L}_{0} f_{p}(x)+(1-p) \mathcal{L}_{1} f_{p}(x)=\mathcal{L}_{p} f(x)
\end{aligned}
$$

where $\mathcal{L}_{0}, \mathcal{L}_{1}$ are transfer operators for the standard and the backward continued fraction maps, respectively. Both operators preserve cones of positive smooth (analytic) functions on $[0,1]$.

Computer simulations of the invariant density $f_{p}$ seem to suggest that the function $f_{p}$ given in Theorem 2.1 is strictly positive and smooth for any $p \in(0,1]$. In fact, we have the following
Conjecture 2.1. For each $0<p<1$ the function $f_{p}$ is strictly positive and real analytic on $[0,1]$.

Spectral properties of $\mathcal{L}_{0}$ are well understood, see [7] for a recent overview. Particularly useful is the relation $[8,11]$ between $\mathcal{L}_{0}$ and the the integral operator $\mathcal{K}_{0}$ acting on the Hilbert space $L^{2}\left(\mathbb{R}_{+}, \mu\right)$, given by

$$
\mathcal{K}_{0} \phi(s)=\int_{0}^{\infty} \frac{J_{1}(2 \sqrt{s t})}{\sqrt{s t}} \phi(t) d \mu(t)
$$

where $J_{1}$ is the Bessel function of the first kind, and $\mu$ is the measure on $\mathbb{R}_{+}$with the density

$$
d \mu=\frac{t}{e^{t}-1} d t
$$

The operator $\mathcal{K}_{0}$ has a symmetric kernel $K_{0}(s, t)=\frac{J_{1}(2 \sqrt{s t})}{\sqrt{s t}}$, and has several nice properties, e.g., is nuclear. In a similar fashion, existence of a positive smooth fixed point of $\mathcal{L}_{p}$ will follow from the existence of a positive fixed point of $\mathcal{K}_{p}$

$$
\begin{align*}
\mathcal{K}_{p} \phi(s) & =p \mathcal{K}_{0} \phi(s)+(1-p) \mathcal{K}_{1} \phi(s) \\
& =p \int_{0}^{\infty} \frac{J_{1}(2 \sqrt{s t})}{\sqrt{s t}} \phi(t) d \mu(t)+(1-p) \int_{0}^{\infty} \frac{I_{1}(2 \sqrt{s t})}{\sqrt{s t}} \phi(t) e^{-t} d \mu(t) \tag{2}
\end{align*}
$$

where $I_{1}$ is the modified Bessel function of the first kind. Main technical difficulties in the analysis of $\mathcal{K}_{p}$ arise from the fact that the kernel $K_{1}=\frac{I_{1}(2 \sqrt{s t})}{\sqrt{s t}}$ albeit monotonic and positive (c.f., $K_{0}$ is oscillating), is not integrable.
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# BETA EXPANSION WITH ROTATION 

SHIGEKI AKIYAMA (UNIV. TSUKUBA)<br>A JOINT WORK WITH JONATHAN CAALIM.

The beta transform

$$
T_{\beta}(x)=\beta x-\lfloor\beta x\rfloor
$$

gives a generalization of binary and decimal expansions to a real base $\beta>1$. Its ergodic property is well known:

- There is a unique absolutely continuous invariant probability measure (ACIM) equivalent to 1 -dim Lebesgue measure [17]
- The invariant measure is made explicit $([16,7])$
- The system is exact, consequently it is mixing of any degree.
- Its natural extension is Bernoulli.

When $\beta$ is not an integer, the digits $\{0,1, \ldots,\lfloor\beta\rfloor\}$ are not independent. There are many studies on the associated symbolic dynamics, in particular, when it becomes SFT, sofic, specification, etc. They are described by the forward orbit of the discontinuity $1-0$, but not so easy to give algebraic criteria of them. For example, if $\beta$ is a Pisot number, then the system is sofic, but it is not easy to characterize SFT cases among them. Here Pisot number is an algebraic integer greater than one whose all other conjugates have modulus less than one.

Number theoretical generalizations had been studied by means of numeration system in complex bases, e.g., [10, 4, 2, 13]. In this talk, we wish to generalize beta expansion in a dynamical way to the complex plane introducing rotation action. Let $1<\beta \in \mathbb{R}$ and $\zeta \in \mathbb{C} \backslash \mathbb{R}$ with $|\zeta|=1$. Fix $\xi, \eta_{1}, \eta_{2} \in \mathbb{C}$ with $\eta_{1} / \eta_{2} \notin \mathbb{R}$. Then $\mathcal{X}=\left\{\xi+x \eta_{1}+y \eta_{2} \mid x \in\right.$ $[0,1), y \in[0,1)\}$ is a fundamental domain of the lattice $\mathcal{L}$ generated by $\eta_{1}$ and $\eta_{2}$ in $\mathbb{C}$, i.e.,

$$
\mathbb{C}=\bigcup_{d \in \mathcal{L}}(\mathcal{X}+d)
$$

is a disjoint partition of $\mathbb{C}$. Define a map $T: \mathcal{X} \rightarrow \mathcal{X}$ by $T(z)=\beta \zeta z-d$ where $d=d(z)$ is the unique element in $\mathcal{L}$ satisfying $\beta \zeta z \in \mathcal{X}+d$. Given
a point $z$ in $\mathcal{X}$, we obtain an expansion

$$
\begin{aligned}
z & =\frac{d_{1}}{\beta \zeta}+\frac{T(z)}{\beta \zeta} \\
& =\frac{d_{1}}{\beta \zeta}+\frac{d_{2}}{(\beta \zeta)^{2}}+\frac{T^{2}(z)}{(\beta \zeta)^{2}} \\
& =\sum_{i=1}^{\infty} \frac{d_{i}}{(\beta \zeta)^{i}}
\end{aligned}
$$

with $d_{i}=d\left(T^{i-1}(z)\right)$. In this case, we write $d_{T}(z)=d_{1} d_{2} \ldots$. We call $T$ the rotational beta transformation and $d_{T}(z)$ the expansion of $z$ with respect to $T$. We note that the map $T$ generalizes the notions of beta expansion $[17,16,7]$ and negative beta expansion $[6,15,8]$ in a natural dynamical manner to the complex plane $\mathbb{C}$.

Since $T$ is a piecewise expanding map, by a general theory developed in $[11,12,5,18,19,3,20]$, there exists an invariant probability measure $\mu$ which is absolutely continuous to the two-dimensional Lebesgue measure. The number of ergodic components is known to be finite $[11,5,18]$. An explicit upper bound in terms of the constants in Lasota-Yorke type inequality was given by Saussol [18]. However this bound may be large. We shall give two explicit constants $B_{1}$ and $B_{2}$ depending only on $\eta_{1}$ and $\eta_{2}$ that $T$ has a unique ACIM if $\beta>B_{1}$. Further if $\beta>B_{2}$ then the ACIM is equivalent to the 2-dimensional Lebesgue measure on $\mathcal{X}$. Note that if $\beta$ is small, then we can give examples of T's with at least two ergodic ACIM's. An interesting remaining problem is to improve $B_{1}$ and $B_{2}$. We feel that they are still far from best possible.

For general cases, it is difficult to make explicit the Radon-Nikodym density of the ACIM. It is of interest to study when the symbolic system associated to the rotational beta expansion is sofic, where we can compute the density explicitly.

Restricting to a rotation generated by $q$-th root of unity $\zeta$ with all parameters in $\mathbb{Q}(\zeta, \beta)$, it gives a sofic system when $\cos (2 \pi / q) \in \mathbb{Q}(\beta)$ and $\beta$ is a Pisot number. It is interesting to point out that this result gives examples of sofic rotational expansion with any finite order rotation, like 7 -fold or 11-fold.

We will also also show that the condition $\cos (2 \pi / q) \in \mathbb{Q}(\beta)$ is necessary by giving a family of non-sofic systems for $q=5$. Anyway this gives a sufficient condition of soficness but it is not necessary. It is of interest to characterize sofic cases.
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# $\beta$-Encoders: Symbolic Dynamics and Electronic implementation for AD/DA converters Tohru Kohda ${ }^{1}$ 

Extended Abstract: Almost all signal processing systems need analog signals to be discretized. Discretization in time and in amplitude are called sampling and quantization, respectively. These two operations constitute analog-to-digital $(A / D)$ conversion. The $\mathrm{A} / \mathrm{D}$ conversion includes pulse-code modulation (PCM) $[1,2,3]$ and $\Sigma-\Delta$ modulation $[4,5,6,7,8]$. PCM has a precision of $O\left(2^{-L}\right)$ for $L$ iterations but has a serious problem when it is implemented in an electronic circuit, e.g., if PCM has a threshold shift, then the quantization errors do not decay. In contrast, $\Sigma-\Delta$ modulation achieves a precision that decays like an inverse polynomial in $L$ but has the practical advantage for analog circuit implementation.

In 2002, Daubechies et al.[15] introduced a new A/D converter using an amplifier with a factor $\beta$ and a flaky quantizer with a threshold $\nu$, known as a $\beta$-encoder, and showed that it has exponential accuracy even if it is iterated at each step in the successive approximation of each sample by using an imprecision quantizer with a quantization error and offset parameter, Furthermore, in a subsequent paper, Daubechies et al.[16] introduced a "flaky" version of an imperfect quantizer derfined as

$$
Q_{\left[\nu_{0}, \nu_{1}\right]}^{\text {flaky }}(z) \stackrel{\text { def }}{=}\left\{\begin{array}{llr}
0, & \text { if } & z<\nu_{0}  \tag{1}\\
1, & \text { if } & z \geq \nu_{1} \\
0 \text { or 1, } & \text { if } z \in\left[\nu_{0}, \nu_{1}\right], \nu_{0}<\nu_{1}
\end{array}\right.
$$

which is a model of a quantizer $Q_{\nu}(z)$ with a varying threshold $\nu \in\left[\nu_{0}, \nu_{1}\right], \nu_{0}<$ $\nu_{1}$, defined as

$$
Q_{\nu}(x) \stackrel{\text { def }}{=} \begin{cases}0, & \text { if } \quad x<\nu  \tag{2}\\ 1, & \text { if } \quad x \geq \nu\end{cases}
$$

They made the remarkable observation that "greedy" $\left(\nu=\nu_{\mathrm{G}}=1\right)$ and "lazy" $\left(\nu=\nu_{\mathrm{L}}=(\beta-1)^{-1}\right)$ expansions, as well as "cautious" $\left(\nu_{\mathrm{G}}<\nu<\nu_{\mathrm{L}}\right)$ expansions ${ }^{2}$ in the $\beta$-encoder with such a flaky quantizer exhibit exponential accuracy in the bit rate $L$, and they gave the decoded values as

$$
\begin{equation*}
\widehat{x}_{\mathrm{L}}^{\mathrm{DDGV}}=\sum_{i=1}^{L} b_{i} \gamma^{i}, b_{i} \in\{0,1\}, \gamma=\beta^{-1} \tag{3}
\end{equation*}
$$

[^0]Furthermore, Daubechies and Yilmätz[17] proposed a $\beta$-encoder that is not only robust to quantizer imperfections but also robust with to the amplification factor $\beta$, and gave the $\beta$-recovery method that relies upon embedding the value of $\beta$ in the encoded bit stream for each sample value separately without measureing its value. This $\beta$-encoder is a signinificant achievement in Nyquist-rate $\mathrm{A} / \mathrm{D}$ and $\mathrm{D} / \mathrm{A}$ conversions in the sense that it may become a good alternative for $\mathrm{PCM}[9,10,11]$.

In our recent paper[18], we gave comprehensive reviews for $A / D$ conversions including PCM, $\Sigma-\Delta$ modulation, and $\beta$-encoder (see Fig. 1 for its single-loop feedback form) as well as symbolic dynamics. ${ }^{3}$ Furthermore, we gave the fact that $\beta$-encoders using a flaky quantizer with the threshold $\nu$ are characterized by the symbolic dynamics of the multi-valued Rényi-Parry map, defined as $[22,23]$

$$
\begin{equation*}
T_{\beta}(x)=\beta x \bmod 1 \tag{4}
\end{equation*}
$$

or Parry's $(\beta, \alpha)$-map, defined as[24]

$$
\begin{equation*}
T_{\beta, \alpha}(x)=\beta x+\alpha \bmod 1 \tag{5}
\end{equation*}
$$

in the middle interval (see Fig.2). Dynamical systems theory[37, 38] tells us that a sample $x$ is always confined to a subinterval of a contracted interval, as shown in Fig. 3 and so its decoded sample can be defined as [18, 19, 20],

$$
\begin{equation*}
\widehat{x}_{L}^{\mathrm{KHA}}=\sum_{i=1}^{L} b_{i} \gamma^{i}+\frac{\gamma^{L}}{2(\beta-1)}, b_{i} \in\{0,1\} \tag{6}
\end{equation*}
$$

because the decoded sample is equal to the midpoint of the subinterval. The decoded sample $\widehat{x}_{L}^{\mathrm{KHA}}$ also yields the characteristic equation for recovering $\beta$, which improves the quantization error by more than 3 dB over the bound given by Daubechies et al.[16] and Daubechies and Yilmätz[17]. ${ }^{4}$

[^1]In order to show the self-correction property of the amplification factor $\beta$ in $\beta$-encoder, Daubechies and Yilmätz[17] presented an equation governed by the sample data bit sequences as follows. Using the $\beta$-expansion sequences $\left\{b_{i}\right\}_{i=1}^{L}$ for $x \in[0,1)$ and $\left\{c_{i}\right\}_{i=1}^{L}$ for $y=1-x, 1 \leq i \leq L$ yields a root of the algebraic equation of $\beta$, defined by

$$
\begin{equation*}
P_{L}^{\mathrm{DY}}(\gamma)=1-\sum_{i=1}^{L}\left(b_{i}+c_{i}\right) \gamma^{i} \tag{7}
\end{equation*}
$$

On the contray, our $\beta$-recovering equation with index $p_{L}[18,19,20]$ is

$$
\begin{equation*}
P_{L}^{\mathrm{KHA}}\left(\gamma, p_{L}\right)=1-\sum_{i=1}^{L}\left(b_{i}+c_{i}\right) \gamma^{i}-p_{L} \frac{\gamma^{L+1}}{1-\gamma}, p_{L} \in\{0,1,2\} \tag{8}
\end{equation*}
$$

which is based on an $L$-bit truncated expansion with index $p_{L}$, defined as

$$
\begin{equation*}
\widehat{x}_{L}^{\mathrm{KHA}}\left(\gamma, p_{L}\right)=\sum_{i=1}^{L} b_{i} \gamma^{i}+p_{L} \cdot \frac{\gamma^{L}}{2(\beta-1)} \tag{9}
\end{equation*}
$$

The associated quantization error is bounded by

$$
\begin{equation*}
\left|x-\widehat{x}_{L}^{\mathrm{KHA}}\left(\gamma, p_{L}\right)\right| \leq\left(\frac{1+\left|p_{L}-1\right|}{2}\right) \cdot(\beta-1)^{-1} \gamma^{L} \tag{10}
\end{equation*}
$$

so that the cases where $p_{L}=0,1,2$ correspond to the leftmost, intermediate, and rightmost points of the $L$ th subinterval, respectively; the case where $p_{L}=0$ is equal to Dabechies et al.'s decoded value.

As thoroughly discussed in our recent paper[35], the probabilistic behavior of this flaky quantizer is explained by the deterministic dynamics of a multi-valued Rényi-Parry map on the middle interval[18, 19, 20] (see Fig.2). This map is an eventually locally onto map of $[\nu-1, \nu)$, which is topologically conjugate to Parry's $(\beta, \alpha)$-map $T_{\beta, \alpha}(x)$ with $\alpha=(\beta-1)(\nu-1)$. $\beta$-encoders have a closed subinterval $[\nu-1, \nu)$, which includes an attractor $[36,37,38]$. This $\beta$-expansion attractor[35] seems to be irregularly oscillatory but performs the $\beta$-expansion of each sample stably and precisely (see Fig.3). This viewpoint allows us to obtain a decoded sample(eq. 6 or eq. 9 ), which is equal
$\left.\overline{\text { The homeomorphism } \widehat{y}_{L}^{\text {Ward }}=h\left(\widehat{x}_{L}^{\mathrm{K}} \mathrm{HA}\right.}\right)$, however, does not necessarily imply equivalence in terms of the quatization errors; in fact, Ward's algorirthm doubles the maximum quantization error and quadruples its mean square error.
to the midpoint of the subinteval, and its associated characteristic equation for recovering $\beta$ (eq.8), and shows that $\nu$ should be set to around the midpoint of its associated greedy and lazy values. This leads us to design $\beta$-encoders realizing ordinary (see Fig.4) and negative scaled $\beta$-maps $[20]$ (see Fig.5) and observe $\beta$-expansion attractors embedded in these $\beta$-encoders[35].

Finally, we note that parts of this article draw on our previous work in [18, 19, 20, 35], which were supported by the Aihara Innovation Mathematical Modelling Project (Aihara Project), the Japan Society for the Promotion of Science (JSPS) through the "Fundamental Program for World-Leading Innovation R\&D on Science and Technology(FIRST Program)", initiated by the Counicil for Science and technology Policy (CSTP). The FIRST Program also supported the $\beta$-encoder group to implement these $\beta$-encoders in an LSI (Large-Scale Integrated) circuit and evaluate quantization errors and their performance in practically realized LSI circuits based on a simple $\beta$ recovery method suited to operation of $\mathrm{AD} / \mathrm{DA}$ conversions in LSI cicuits, .[42, 43, 44, 45].


Fig.1. A discrete-time, single-loop feedback system using an amplifier with an ampflication factor $\beta$ and a 1-bit quantizer $Q_{\beta^{-1} \nu}$ with a threshold $\nu$ that realizes PCM when $\beta=2$ and $\nu=1$; a $\beta$-encoder when $1<\beta<2$ and $\nu \in$ $\left[1,(\beta-1)^{-1}\right]$, proposed by Daubechies et al.[15]; and $\Sigma-\Delta$ modulation when $\beta=1$ and $\nu=0$. The input is $z_{1}=x \in[0,1), z_{i}=0, i>1$ for the PCM and $\beta$-encoder, and the input is $x_{n}, n \geq 1$ for the $\Sigma-\Delta$ modulation. The initial conditions are given by $u_{0}=b_{0}=0$. The output sequence $\left\{b_{i}\right\}_{i=1}^{L}, b_{i} \in\{0,1\}$ gives the $L$-bit $\beta$-expansion for $x$, and the averaging sequence $\left\{b_{i}\right\}_{i=1}^{M}, b_{i} \in$ $\{0,1\}$ over $i$ is the output in response to the input sequence $\left\{x_{n}\right\}_{n \geq 1}$ for the $\Sigma-\Delta$ modulation. The $\beta$-encoder provides the greedy, lazy, and cautious schemes for $\nu=\nu_{\mathrm{G}}=1, \nu=\nu_{\mathrm{L}}=(\beta-1)^{-1}$, and $\nu_{\mathrm{G}}<\nu<\nu_{\mathrm{L}}$, respectively.


Fig.2. The expansion map $C_{\beta, \nu}(x) \stackrel{\text { def }}{=} \beta x-Q_{\beta^{-1} \nu}(x)$ realizing the Daubechies et al.'s flaky quantizer[16] $Q_{\left(\gamma \nu_{\mathrm{G}}, \nu_{\nu_{\mathrm{L}}}\right)}^{\text {faky }}(z), 1=\nu_{\mathrm{G}}<\nu<\nu_{\mathrm{L}}=(\beta-1)^{-15}$ renormalizing the interval $[\nu-1, \nu]$ into the unit interval $[0,1]$, which shows that such an eventually locally onto map is equivalent to the Parry $(\beta, \alpha)$ transformation: $T_{\beta, \alpha}(x)=\beta x+\alpha \bmod 1$. The transformation $T_{\beta, \alpha}(x)$ has a finite (signed) invariant measure $\nu(E)=\int_{\mathrm{E}} h(x) d x$, where $h(x)$ is given by $h(x)=\sum_{x<T_{\beta, \alpha}^{n}(1)} \beta^{-n}-\sum_{x<T_{\beta, \alpha}^{n}(0)} \beta^{-n} \cdot[24,39]$

[^2]

Fig.3. (a) The multi-valued Rényi-Parry map $C_{\beta, \nu}(x) \stackrel{\text { def }}{=} \beta x-Q_{\beta^{-1} \nu}(x)$ on the middle interval $\left[\beta^{-1}, \beta^{-1}(\beta-1)^{-1}\right]$ with its discontinuity $x=\beta^{-1} \nu$, which is eventually locally onto $[\nu-1, \nu)$, where $1 \leq \nu \leq(\beta-1)^{-1}$. An eventually locally onto map of $[\nu-1, \nu)$ with $\nu=1+\alpha /(\beta-1)$ is topologically conjugate to Parry's $(\beta, \alpha)$-transformation $T_{\beta, \alpha}(x)$ via the conjugacy $\varphi^{-1}(x)=x+\alpha /(\beta-1)$, i.e., $\varphi\left(C_{\beta, \nu}\left(\varphi^{-1}(x)\right)=T_{\beta, \alpha}(x)\right.$ when $\alpha=$ $(\beta-1)(\nu-1)$. The map $C_{\beta, \nu}(x)$ realizes Daubechies et al.'s flaky quantizer [16] $Q_{\left[\beta^{-1}, \beta^{-1}(\beta-1)^{-1}\right]}^{\text {faky }}(z)$. (b) The contraction process by the first 4 binary $\beta$ expansions of the input $x$ using $C_{\beta, \nu}(x)$ while the binary digits are obtained. The associated subintervals with a contraction ratio $\beta^{-1}$ are given as $\left[0,(\beta-1)^{-1}\right),\left[0, \beta^{-1}(\beta-1)^{-1}\right),\left[0, \beta^{-2}(\beta-1)^{-1}\right),\left[\beta^{-3}, \beta^{-2}(\beta-1)^{-1}\right)$. The input $x$ is always confined to the $i$ th subinterval.


Fig.4. The scale-adjusted ordinary $\beta$-map $S_{\beta, \nu, s}(x) \stackrel{\text { def }}{=} \beta x-s(\beta-1) Q_{\gamma \nu}(x)=$ $\left\{\begin{array}{ll}\beta x & \text { when } x \in[0, \gamma \nu), \\ \beta x-s(\beta-1), & \text { when } \quad x \in \gamma \nu, s),\end{array}\right.$ with its eventually locally onto map
$[\nu-s(\beta-1), \nu) \rightarrow[\nu-s(\beta-1), \nu), \nu \in[s(\beta-1), s)$. Such an eventually locally onto map with $\nu=s(\alpha+\beta-1)$ is topologically conjugate to $T_{\beta, \alpha}(x)$ via the conjugacy $\varphi_{\mathrm{S}}^{-1}(x)=s(\beta-1) x+s \alpha$, i.e., $\varphi_{S}\left(S_{\beta, \nu, s}(x)\right)=T_{\beta, \alpha}\left(\varphi_{\mathrm{S}}(x)\right)$.


Fig.5. The scale-adjusted negative $\beta$-map
$R_{\beta, \nu, s}(x) \stackrel{\text { def }}{=}-\beta x+s\left[1+(\beta-1) Q_{\gamma \nu}(x)\right]=\left\{\begin{array}{lll}s-\beta x & \text { when } & x \in[0, \gamma \nu), \\ \beta s-\beta x, & \text { when } & x \in \gamma \nu, s),\end{array}\right.$
with its eventually locally onto map $[s-\nu, \beta s-\nu) \rightarrow[s-\nu, \beta s-\nu)$ when $\left(\beta^{2}-\beta+1\right) /(\beta+1) s \leq \nu<(2 \beta-1) /(\beta+1) s .^{6} \quad$ Such an eventually locally onto map with $\nu=s[(\beta-1) \alpha+\beta] /(\beta+1)$ is topologically conjugate to Parry's transformation with negative slope $[20,40] T_{-\beta, \alpha}(x) \stackrel{\text { def }}{=}-\beta x+$ $\alpha \bmod 1, \beta \geq 1,0 \leq \alpha<1$ via the conjugacy $\varphi_{\mathrm{R}}^{-1}(x)=s(\beta-1) x+s-\nu$, i.e., $\varphi_{\mathrm{R}}\left(R_{\beta, \nu, s}(x)\right)=T_{-\beta, \alpha}\left(\varphi_{\mathrm{R}}(x)\right)$. The transformation $T_{-\beta, \alpha}(x)$ has a finite (signed) invariant measure $\nu(E)=\int_{\mathrm{E}} h(x) d x$, where $h(x)$ is given by $h(x)=$ $\sum_{x<T_{-\beta, \alpha}^{n}(1)}(-\beta)^{-n}-\sum_{x<T_{-\beta, \alpha}^{n}(0)}(-\beta)^{-n} \cdot[41,18]$
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## Analog-to-Digital (A/D), Digital-to-Analog (D/A) conversion

- A/D D/A conversion are foundation for a variety of applications,
e.g., audio, image and communication etc.
- Accuracy and stability

quantization


D/A conversion
quantize error robust to fluctuation ${ }^{3}$

## Conventional methods of A/D, D/A conversion

- PCM has high precision, but doesn't possess stability.
- $\Sigma \Delta$ modulation has stability,
 but its precision is lower than PCM .

high precision, stability




## Pulse Code Modulation (PCM)



Bernoulli shift (binary expansion):

$$
\begin{aligned}
B(x) & = \begin{cases}2 x, & x<1 / 2 \\
2 x-1, & x \geq 1 / 2\end{cases} \\
b_{i} & = \begin{cases}0, & B^{i-1}(x)<1 / 2 \\
1, & B^{i-1}(x) \geq 1 / 2\end{cases} \\
x & =\sum_{i=1}^{\infty} b_{i} 2^{-i}
\end{aligned}
$$

## Divergence of a value $x$ in PCM



When there is a threshold shift rho>0, A/D converter does not work well because quantisation errors don't decay

$$
0 \leq x-\sum_{i=1}^{\infty} b_{i} 2^{-i}<\frac{\rho}{2}
$$

## Background

Hardware implementation

Inose and Yasuda '64:
$\Sigma \Delta$ modulation

- Gray '87:

Oversampled $\Sigma \Delta$ modulation

- Karanicolas '93:

A 15-b 1-Msamples/s Digitally self-Calibrated Pipelined ADC=pipelined PCM with self-correction

Ergodic theory
Renyi '57:f-expansion

- Parry '60,'64: $\beta$-expansion, $(\beta, \alpha)$ expansion

Takahashi '73, Ito \& Takahashi '74, and Takahashi ' 83
Markov automorphism,
Markov shift, orbit basis
Erdoes and Joo '90:
greedy and lazy expansions
Dajani and Kraikaamp '02, and Sidorov'02:
intermediate expansion $=(\beta, \alpha)$ expansion

Hardware implementation

- Unsolved problems from mathematical standpoint

Ergodic theory


Daubechies et.al.,'06 I : analyse
stability of $\beta$-encoder: robustness to fluctuations to $\beta$ of AMP and threshold $v$ of quantiser $\mathbf{Q v}\left({ }^{-}\right)$, exponential accuracy in bit rate L

- Daubechies et.al., '06 II: DA conversion using estimated $\beta$ without knowing exact $\beta$ Milestone!


## $\beta$-transform (Renyi '57,Parry'60)



## Multi-valued Renyi-Parry's map realizing

flaky version of an imperfect quantizer

$\gamma=\beta^{-1}$
(a)

Daubechies et.al. 's quantiser(2k6):

$$
Q^{f}{ }_{\left[\nu_{0}, \nu_{1}\right]}(z)=\left\{\begin{array}{lc}
0, & \text { if } z \leq \nu_{0} \\
1, & \text { if } z \geq \nu_{1} \\
0 \text { or } 1 & \text { if } z \in\left(\nu_{0}, \nu_{1}\right)
\end{array}\right.
$$

$$
\text { Parry's }(\beta, \alpha) \text {-map }
$$

$$
T_{\beta, \alpha}(x)=\beta x+\alpha \bmod 1
$$

$$
\beta>1,0 \leq \alpha<1
$$


(b) $\alpha=(\beta-1)(\nu-1)$
multi-valued Renyi-Parry Map and its eventually locally onto-map

## Cautious map $C_{\beta, \nu}(x)$


$C_{\beta, \nu}(x)=\beta x-Q_{\beta^{-1}}(x)$
$= \begin{cases}\beta x, & x<\beta^{-1} \nu \\ \beta x-1, & x \geq \beta^{-1} \nu\end{cases}$
$1(: \mathrm{gr}) \leq \nu \leq(\beta-1)^{-1}(: \mathrm{la})$
$Q_{\beta^{-1} \nu}(x)= \begin{cases}0, & x<\beta^{-1} \nu \\ 1, & x \geq \beta^{-1} \nu\end{cases}$
$b_{i}=\left\{\begin{array}{l}0, C_{\beta, \nu}^{i-1}(x)<\beta^{-1} \nu \\ 1, C_{\beta, \nu}^{i-1}(x) \geq \beta^{-1} \nu\end{array}\right.$

$$
\begin{gathered}
x=\sum_{i=1}^{L} b_{i} \gamma^{i}+\gamma^{L} C_{\beta, \nu}^{L}(x) \\
\gamma=\beta^{-1}
\end{gathered}
$$





## Negative beta-expansion (2k9)



Its eventually locally onto map is topologically conjugate to Parry $(-\beta, \alpha)$-map: $T_{-\beta, \alpha}(x)=-\beta x+\alpha \bmod 1, \beta>1,0 \leq \alpha<1$

## Main result I : $\beta$-decoding using interval analysis (2k7)

Theorem 1: The decoded value $\tilde{x}$ given by the interval analysis is defined by


Dust
(but essential)
which gives

$$
0 \leq|x-\tilde{x}| \leq \frac{(\beta-1)^{-1} \gamma^{L}}{2}<\gamma^{L} \leq \underline{\nu \gamma^{L}} \text { when } \beta>3 / 2 \text {. }
$$

3dB improved when $\beta>3 / 2$
cf.) Daubechies et.al.,: $\quad 0 \leq\left|x-\tilde{x}_{\text {Dau }}\right| \leq \nu \gamma^{l}$. IMI, Kyushu Univ. workshoop

$$
\widetilde{x}_{D a u}=\sum_{i=1}^{L} b_{i} \gamma^{i}
$$

## Quantization Error

$$
\left(\beta=1.5, s=(\beta-1)^{-1}, L=16\right)
$$



## Main result 2: Characteristic equation for $\beta$ reconstruction ( $2 k 7$ )

$$
\begin{aligned}
& \text { sequence }\left\{b_{j}\right\}_{j=1}^{L} \text { for } x \text { and sequence }\left\{c_{j}\right\}_{j=1}^{L} \text { for } y=1-x \\
& \tilde{x}=\sum_{j=1}^{L} b_{j} \gamma^{j}+\frac{\gamma^{L+1}}{\frac{\gamma^{2(1-\gamma)}}{\text { Dust term }}}, \tilde{y}=\sum_{j=1}^{L} c_{j} \gamma^{j}+\frac{\gamma^{L+1}}{\frac{2(1-\gamma)}{}},
\end{aligned}
$$

## Daubechies et.al.'s idea

Since $\tilde{x}+\tilde{y}=1$, the estimated value of $\gamma$ is a root of $P(\gamma)$, referred to as characteristic equation of $\gamma_{\text {, }}$ defined by

$$
P(\gamma)=1-\sum_{i=1}^{L}\left(b_{i}+c_{i}\right) \gamma^{i}-\frac{\gamma^{L+1}}{\underline{1-\gamma}}=0 .
$$

## Dustterm

$$
\text { cf.) } \quad P_{D a u}(\gamma)=1-\sum_{i=1}^{L}\left(b_{i}+c_{i}\right) \gamma^{i}=0 .
$$

## The precision of beta estimation



For $N=32$ and $\beta=1.77777$, the worst precision of the estimation for $\beta$ when varing $x$ and $\nu$.

## $\beta$-expansion attractors



Examples of the chaotic attractors obtained from the scale-adjusted $\beta$-encoder circuit.
(a) The greedy expansion attractor,
(b) the cautious expansion attractor, and
(c) the lazy expansion attractor.

Negative $\beta$-expansion attractors


Examples of the chaotic attractors obtained from the negative $\beta$-encoder circuit.
(a) The greedy expansion attractor,
(b) the cautious expansion attractor, and
(c) the lazy expansion attractor.

## Implementation of $\beta$-encoder in an LSI (Large-Scale Integrated) circuit

- We note that parts of this article draw on our previous work:

1) T. Kohda ,Y. Horio, Y. Takahashi, and K. Aihara,
"Beta Encoders: Symbolic Dynamics and Electronic Implementation ", Int. Journal of Bifurcation and Chaos, 22, no9, 2012,
2) T. Kohda ,Y.Horio, and K. Aihara," $\beta$ - Expansion Attractors observed in A/D Converters", AIP Chaos,22,no.4,2012,
supported by the Aihara Project, JSPS through FIRST Program.
The FIRST Program also supported the $\boldsymbol{\beta}$ - encoder group to implement $\beta$-encoders in an LSI circuit and evaluate quantization errors and their performance in practically realized LSI circuits using a simple $\beta$-recovery method suited to operation of AD/DA converters in LSI circuits,
T.Makino, Y.Iwata, K.Shinohara, Y.Jitsumatsu, M.Hotta, H.San, and K.Aihara,
"Rigorous Estimates of Quantization error and Adaptive Decoding Scheme for an A/D Converter Based on a Beta-Map," NOLTA (Nonlinear Theory and Its Applications), IEICE, 6-1,99-111,2015.
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#### Abstract

A $\beta$ encoder is an Analog-to-Digital (A/D) converter whose dynamics is governed by $(\beta, \alpha)$ map. The most important feature of the $\beta$ encoder is that it is robust to fluctuation of the threshold value for quantization as well as the fluctuation of the value of $\beta$. Because of this property, the $\beta$ encoder can be implemented with low-precision elements and thus realized by an extremely small circuit. Hirata et.al proposed a random number generator using a $\beta$ encoder followed by a kind of shift register circuit. They showed that random numbers generated by such a circuit can pass the National Institute of Standards and Technology (NIST) Statistical Test Suite. We recently proposed another method for converting the output sequences from the $\beta$ encoder to binary sequences that can be regarded as independent and identically distributed (i.i.d.) random variables with equal probability. In the proposed method, we try to find a binary expansion of an input value $x$ that is recovered from a $\beta$ encoder's output sequence. We verified that binary sequences generated from a $\beta$ encoder followed by the proposed method can pass the NIST Statistical Test Suite. It is shown that the proposed method is robust to the fluctuation of the value of $\beta$.


## l. INTRODUCTION

The importance of random number generation becomes significant because of the development of information and communication technologies and demand for secure communications. Pseudo-random numbers are generated by deterministic algorithms with seeds and thus completely the same numbers are produced if the same seed is used. On the other hand, there are demands, especially in a security purpose, for physical random number generator that measures some physical phenomenon. For example, a secure key distribution using bit sequences generated by the use of a semiconductor laser [4] and a random number generator based on a chaotic map [5] have been proposed. $M$ any randomness tests have been proposed.

A random number generation method that uses a $\beta$ encoder as a source of randomness has been proposed [14], [15]. The $\beta$ encoder is an A nalog-to-Digital (A/D) converter that is robust to fluctuation of threshold value of a quantizer [1]. Such a $\beta$ encoder does not need high-precision circuit elements and is implemented by a complementary metal-oxide-semiconductor (CM OS) circuit that achieves very small area consumption as well as low power consumption [9]. It can be used at from -20 degree to 80 degree Celsius. We can observe chaos attractors in $\beta$ converters [3]. However, outputs from a $\beta$ encoder have strong correlations between successive bits. In [14] a random number generation by calculating the exclusive disjunction (exclusive or: EXOR) of several delayed bits of $\beta$ encoder's outputs was proposed. When we use $\beta$ encoders for generating
random numbers, we generate one million bits, while only the first $L$ bits of $\beta$ expansion coefficients $b_{i} \in\{0,1\}$ are used for expressing approximated input value as $\hat{x}=\sum_{i=1}^{L} b_{i} \beta^{-i}$, where $L$ is typically less than 20 .

A remarkable feature of random number generation using $\beta$ encoder is that randomness is guaranteed by chaotic behavior of the attractors observed in the $\beta$ encoder [3]. Hence, basically, thermal noise is not needed for $\beta$ encoders to generate random numbers and it can work in an extremely low temperature environment. This is a significant difference between the proposed method and those random number generation methods whose randomness is guaranteed by thermal noise. On the other hand, $\beta$ encoder is robust to fluctuation of threshold. This property makes the $\beta$ encoder work also at high temperature environment.

After the computer simulation in [14], we performed experiments of random number generation using hardware $\beta$ encoders implemented by CM OS technologies [15]. We found that more than 10 EXOR operations are needed to make the generated sequences pass the National Institute of Standards and Technology (NIST) statical test suite [11].

In this paper, we propose an algorithm in which the output of $\beta$ encoder is converted to binary sequences that can be regarded as independent and identically distributed (i.i.d.) sequences with equal probability. The algorithm is based on an idea that using the first $n$ outputs $b_{1}, b_{2}, \ldots, b_{n}$ of a $\beta$ encoder, we calculate the interval $\left[l_{n}, u_{n}\right]$ in which the input value $x$ must exist and then obtain the binary expansion $\hat{x}=\sum_{j=1}^{m} \tilde{b}_{j} 2^{-j}$ where $m$ and $\tilde{b}_{j} \in\{0,1\}$ are selected to satisfy $\hat{x} \leq l_{n}$ and $u_{n} \leq \hat{x}+2^{-m}$. Though $l_{n}$ and $u_{n}$ are realvalued, we approximate them by fixed-point numbers so that the proposed method can be realized by CMOS circuit. We will show that a fixed-point arithmetic with 15 bit precision is sufficient to make the generated binary sequences pass the NIST test suite.

Output sequences from the $\beta$ encoder are passed through the proposed conversion algorithm. Then, the NIST test suite is applied to these sequences. The value of $\beta$ used in the $\beta$ encoder is not precisely known beforehand. We performed numerical experiments of $\beta$-ary to binary conversion with estimated $\beta=1.6,1.7,1.8$ and 1.9. It is confirmed that the proposed algorithm is robust to the estimation error for $\beta$.

## II. Pulse Code Modulation and $\beta$ encoder

In this section, we briefly review Pulse Code Modulation (PCM) and $\beta$ encoder.


Fig. 1. PCM-based A/D converter

## A. Pulse Code Modulation (PCM)

The binary expansion of a real value $z_{\mathrm{i}} \in[0,1)$ is given by

$$
\begin{equation*}
z_{\mathrm{i}}=\sum_{n=1}^{\infty} \tilde{b}_{n} 2^{-n} \tag{1}
\end{equation*}
$$

where $\tilde{b}_{n} \in\{0,1\}$ is given by

$$
\begin{equation*}
b_{n}=Q_{\frac{1}{2}}\left(x_{n-1}\right), \quad n=1,2, \ldots \tag{2}
\end{equation*}
$$

where $Q_{\frac{1}{2}}(x)$ is a quantizer with a threshold $\frac{1}{2}$, defined by

$$
Q_{\frac{1}{2}}(x)= \begin{cases}0, & \left(0 \leq x<\frac{1}{2}\right)  \tag{3}\\ 1, & \left(\frac{1}{2} \leq x<1\right)\end{cases}
$$

and $x_{n}=B\left(x_{n-1}\right)(n=1,2, \ldots)$, where $B(x)$ is Bernoulli shift map defined by

$$
B(x)= \begin{cases}2 x, & \left(0 \leq x<\frac{1}{2}\right)  \tag{4}\\ 2 x-1, & \left(\frac{1}{2} \leq x<1\right)\end{cases}
$$

Here, the initial value $x_{0}=z_{\mathrm{i}}$ is an analog input voltage (See Fig. 1).

A drawback of PCM is that the quantizer $Q(x)$ may make a wrong decision if $x_{n}$ is very close to the threshold value because a slight fluctuation occurs in the threshold voltage. For example, assume the threshold is changed from $\frac{1}{2}$ to some value $\nu$ so that $B(x)$ is replaced by

$$
B^{\prime}(x)= \begin{cases}2 x, & 0 \leq x<\nu  \tag{5}\\ 2 x-1, & \nu \leq x<1\end{cases}
$$

(See Fig. 2). Then, for $0<\varepsilon<\nu-\frac{1}{2}, x_{n}$ diverges as $B^{\prime}\left(\frac{1}{2}+\right.$ $\varepsilon)=1+2 \varepsilon, B^{\prime}(1+2 \varepsilon)=1+4 \varepsilon, B^{\prime}(1+4 \varepsilon)=1+8 \varepsilon$ $\ldots$. For avoiding such an un-stability of conversion, 1.5 bit encoders [6] and digital calibration techniques [7] have been proposed.

On the other hand, $\Sigma \Delta$ modulators have a good property that they are robust to fluctuations of threshold values in their quantizers. However, they have a drawback that oversampling rate is very high, such as one hundred or one thousand. This implies that $\Sigma \Delta$ modulation can only be used in narrowbandwidth applications. Moreover, the quantization error of $\Sigma \Delta$ modulation decreases inverse proportionally to the number of bits in contrast to the exponential accuracy of the PCM. $\beta$ encoders have the two good properties, i.e., robustness against fluctuations of threshold voltages and an exponential accuracy [1]. In the next subsection, a scale-adjusted $\beta$ encoder [15] is explained.


Fig. 2. A map of PCM-based $A / D$ converter with fluctuation of threshold value : $B^{\prime}(x)$


Fig. 3. Scale-adjusted $\beta$-encoder

## B. $\beta$ encoder

Define a scale-adjusted $\beta$ map for $0 \leq x \leq s$ with a scale parameter $s$ as (See Fig.3),

$$
S_{\beta, \nu, s}(x)= \begin{cases}\beta x, & \left(0<x<\nu \beta^{-1}\right)  \tag{6}\\ \beta(x-s)+s, & \left(\nu \beta^{-1}<x<s\right)\end{cases}
$$

The ordinary $\beta$ encoder corresponds to the case $s=\frac{1}{\beta-1}$. Note that the domain of the map is $[0, s]$ irrespective of $\beta$, while that of the ordinary $\beta$ map depends on $\beta$. The output of the scale-adjusted $\beta$ encoder for the input value $z_{\mathrm{i}}=x_{0}$ is

$$
\begin{equation*}
b_{n}=Q_{\nu \beta^{-1}}\left(x_{n-1}\right), \tag{7}
\end{equation*}
$$

where

$$
\begin{equation*}
x_{n}=S_{\beta, \nu, s}\left(x_{n-1}\right), \quad n=1,2, \ldots \tag{8}
\end{equation*}
$$

and

$$
Q_{\nu}(x)= \begin{cases}0, & (x<\nu)  \tag{9}\\ 1, & (x \geq \nu)\end{cases}
$$

is a quantization function with threshold $\nu$. Let

$$
\begin{align*}
& l_{n}=s(\beta-1) \sum_{i=1}^{n} b_{i} \beta^{i}  \tag{10}\\
& u_{n}=l_{n}+s \beta^{n} . \tag{11}
\end{align*}
$$

Then, given the first $n$ outputs, $b_{1}, b_{2}, \ldots, b_{n}$, we know that $x_{0}$ must exist in $\left[l_{n}, u_{n}\right]$.

We hereafter assume $s=1$ for simplicity. For almost all initial value $x_{0}, x_{n}$ generated by Eq. (8) does not fall into


Fig. 4. A map of $\beta$-expansion
some periodic points but stays in some range. A ttractors are observed in dynamics of $\beta$ encoders. They are referred to as $\beta$ expansion attractors [3]. We consider such attractors are used as sources of randomness for generating sequences of random numbers.

## III. Random Number Generation using $\beta$ encoders

Bernoulli shift map is an ideal model for fair coin tossing, i.e., a model for generating independent and identically distributed (i.i.d.) random variables. Thus, a binary expansion of an arbitrarily chosen input voltage $x_{0}$ is considered as a sequence of ideal binary i.i.d. random variables. However, the dynamics of PCM modulation is unstable because of the issue mentioned in Section II-A. In this paper, we show a method that approximately converts a sequence of $\beta$ expansion coefficients for an input voltage $x_{0}$ to a sequence of binary expansion coefficients for the same initial value [16]. Such a conversion is referred to as $\beta$-ary to binary ( $\beta$-ary/binary) conversion. Since $\beta$ converters can be implemented in very small CMOS circuits, random number generators using a $\beta$ encoder should also be implemented in CM OS circuits. Therefore, we consider a digital calculation with a finite precision to perform the proposed $\beta$-ary/binary conversion.

## A. $\beta_{\mathrm{D}}$ sequences

It is easily verified that the consecutive outputs from a $\beta$ encoder have a negative correlation, i.e., $\frac{1}{L} \sum_{i=1}^{L} b_{i} b_{i+1}$ tends to take a negative value. Fig. 5 shows an autocorrelation function of an output sequences from a $\beta$ encoder with $\beta=1.8$ and $\nu=\frac{\beta}{2(\beta-1)}=1.125$, where a $\{0,1\}$-valued sequence is converted to a $\{-1,+1\}$-valued sequence, i.e., the graph shows $R(n)=\frac{1}{L} \sum_{i=1}^{L}\left(2 b_{i}-1\right)\left(2 b_{i+n}-1\right)$. Fig. 5 shows that the output sequence from the $\beta$ encoder has a negative autocorrelation of delay $n=1$, which implies that some additional process is needed to generate sequences whose distribution is close to that of i.i.d. random variables.

Hirata et.al have proposed [14] the $\beta_{D}$ sequences that are generated by taking EXOR of several outputs. Specifically, the $\beta_{D}$ sequence is defined as

$$
\begin{equation*}
b_{D}(k)=\bigoplus_{i=1}^{N_{x o r}} b\left(k-d_{i}\right), \quad k \geq d_{N_{x o r}} \tag{12}
\end{equation*}
$$

where $d_{1}<d_{2}<\ldots, d_{N_{x o r}}, N_{x o r}$ is the number of bits of which EXOR is taken.


Fig. 5. Autocorrelation of $\beta$-encoder's output ( $L=10000,0 \leq n<100$ )

## B. $\beta$-ary/binary conversion

We recently proposed a method for converting a binary sequence generated from $\beta$ encoder to another binary sequence that is approximately regarded as i.i.d. random variables [16].

Let $\left\{b_{i}\right\}_{i=0}^{n}$ be a $\beta$ expansion, determind by Eq.(7), of some initial value $x_{0}=z_{\mathrm{i}}$. In the proposed method, we calculate the interval $\left[l_{n}, u_{n}\right]$ in which the input value $z_{\mathrm{i}}$ exists. Then we obtain the binary expansion

$$
\begin{equation*}
\hat{z}_{\mathrm{i}}=\sum_{j=1}^{m} \tilde{b}_{j} 2^{-j} \tag{13}
\end{equation*}
$$

where $m$ and $\tilde{b}_{j} \in\{0,1\}$ are selected to satisfy $\hat{x} \leq l_{n}$ and $u_{n} \leq \hat{x}+2^{-m}$.

If the perfect knowledge of $\beta$ is available, then we find an interval $[l, u]$ that includes $z_{i}$ in M ethod 1, explained later (See Fig.6). However, the proposed algorithm should be implemented in digital circuit. Thus, $u$ and $l$ should be expressed by integers.

In order to make the explanation easy, we suppose $u$ and $l$ are real-valued for a while. An integer implementation is explained later. The goal of the proposed method is to make a generated binary sequence that can pass the NIST statistical test suite. A binary sequence generated by the proposed method, denoted by $c_{j}$, is different from the true binary expansion $\tilde{b}_{i}$ because of two reasons. One is that $u$ and $l$ are expressed by integer numbers. The other is that there is a difference between the true $\beta$ and the $\beta$ used for the $\beta$ ary/binary conversion.

## [ Method 1]

1) Initialize: $i=j=1,[l, u]=[0,1], \gamma=\frac{1}{\beta}$.
2) Read $b_{i}$.

If $b_{i}=0$, then $u$ is updated to $l+(u-l) \times \gamma$.
If $b_{i}=1$, then $l$ is updated to $u-(u-l) \times \gamma$.
3) If $u<\frac{1}{2}$, then output $c_{j}=0$ and update $j=j+1$, $l=2 l$, and $u=2 u$.
If $l \geq \frac{1}{2}$ then output $c_{j}=1$ and update $j=j+1$, $l=2 l-1$, and $u=2 u-1$.
table I. Voltage Parameters

|  | $V_{\text {DDA }}$ | $V_{\text {DDD }}$ | $V_{\text {DD_IO }}$ | $V_{\text {ref+ }}$ | $V_{\text {ref }}$ | $V_{\text {ref_ } C M}$ | $A_{\text {in+ }}$ | $A_{\text {in- }}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| A | 1.20 | 1.20 | 1.20 | 0.85 | 0.35 | 0.60 | 0.80 | 0.40 |
| B | 1.20 | 1.20 | 1.20 | 0.85 | 0.35 | 0.60 | 0.60 | 0.60 |
| C | 1.40 | 1.20 | 1.20 | 0.95 | 0.45 | 0.70 | 0.70 | 0.70 |



Fig. 6. How to update an interval $[l, u]$.
4) If $b_{i}$ is $\operatorname{EOF}$ (End Of File), then quit. Otherwise, update $i=i+1$ and go back to Step 2.

After we obtain the first $n$ outputs from $\beta$ encoder, the width of interval $\left[l_{n}, u_{n}\right]$ is exactly $\beta^{-n}$. This fact implies that the number of outputs from the converter is approximately $m=n \log _{2} \beta<n$. Hence, the proposed converter does not always generate one output bit per one input bit.

In M ethod 1 , the interval $[l, u]$ may become very small after some updates. This situation happens if the input value $x$ subtracted by $\sum_{i^{\prime}=1}^{i} b_{i^{\prime}} 2^{-i^{\prime}}$ exists in $[l, u]$. Hence this situation implies that the next output sequence is $0 \cdots 01$ or $10 \cdots 0$. When we express $l$ and $u$ by some integers, this situation makes approximation error very large. In M ethod 2 below, we void such a situation by doubling the size of $|u-l|$ without making decision $c_{j} \in\{0,1\}$. This makes $|u-l|$ always greater than $\frac{1}{4}$. Method 2 is based on arithmetic codes [10], but the way to expand the interval is slightly different since subintervals for expressing 0 and 1 are overlapping each other. The algorithm of $M$ ethod 2 is also similar to a 1.5 bit quantizer [6]. A new parameter $k$ expresses the number of undecided output bits.

## [ Method 2]

1) Initialize: $i=j=1, k=0,[l, u]=[0,1]$, and $\gamma=\frac{1}{\beta}$.
2) The same as Step 2 . in M ethod 1.
3) 

- If $u<\frac{3}{4}$ and $l \geq \frac{1}{4}$, then update $l=2 l$ $\frac{1}{2}, u=2 u-\frac{1}{2}$, and $k=k+1$.
- If $u<\frac{1}{2}$, then output $c_{j}=c_{j+1}=\cdots=$ $c_{j+k-1}=1, c_{j+k}=0$. (If $k=0$, then output $b_{j}=0$ ) and update $k=0, l=2 l, u=2 u$, and $j=j+k+1$.
- If $l \geq \frac{1}{2}$, then output $b_{j}=b_{j+1}=\cdots=$ $b_{j+k-1}=0$, and $b_{j+k}=1$ (If $k=0$, then output $b_{j}=1$ ) and update $k=0, l=2 l-$ $1, u=2 u-1$, and $j=j+k+1$.

4) If $b_{i}$ is EOF, then quit. Otherwise, update $i=i+1$ and go back to Step 2.

Finally, we give $M$ ethod 3 which is an integer calculation version of Method 2. A real number $r \in\left[\frac{i}{2 w}, \frac{i+1}{2 w}\right)$ is approximated by $\frac{i}{2^{w}}$, where $w$ is referred to as a window size.

Real numbers $l$ and $u$ in $[0,1]$ in $M$ ethod 2 are replaced by integers $l^{\prime}$ and $u^{\prime}$ in $\left\{0,1, \ldots, 2^{w}-1\right\}$ in $M$ ethod 3.

## [ Method 3 ]

1) Initialize: $i=j=1, k=0,\left[l^{\prime}, u^{\prime}\right]=\left[0,2^{w}-1\right]$, and $\gamma=\left\lfloor\frac{2^{w}}{\beta}\right\rfloor$.
2) Read $b_{i}$.

If $b_{i}=0$, then update

$$
\begin{equation*}
u^{\prime}=l^{\prime}+\left\lfloor\frac{\left(u^{\prime}-l^{\prime}\right) \cdot \gamma}{2^{w}}+\frac{1}{2}\right\rfloor \tag{14}
\end{equation*}
$$

If $b_{i}=1$, then update

$$
\begin{equation*}
l^{\prime}=u^{\prime}-\left\lfloor\frac{\left(u^{\prime}-l^{\prime}\right) \cdot \gamma}{2^{w}}+\frac{1}{2}\right\rfloor \tag{15}
\end{equation*}
$$

3)     - If $u^{\prime}<\frac{3}{4} \times 2^{w}$ and $l^{\prime} \geq \frac{1}{4} \times 2^{w}$, then update $l^{\prime}=2 l^{\prime}-2^{w-1}, u^{\prime}=2 u^{\prime}-2^{w-1}$, and $k=$ $k+1$.

- If $u<\frac{2^{w}}{2}$, then output $b_{j}=b_{j+1}=\cdots=$ $b_{j+k-1} \stackrel{2}{=}$, and $b_{j+k}=0$ and update $k=$ $0, l^{\prime}=2 l^{\prime}, u^{\prime}=2 u^{\prime}$, and $j=j+k+1$.
- If $l \geq \frac{2^{w}}{2}$, then output $b_{j}=b_{j+1}=\cdots=$ $b_{j+k-1} \stackrel{2}{=} 0$, and $b_{j+k}=1$ and update $k=0$, $l^{\prime}=2 l^{\prime}-2^{w}, u^{\prime}=2 u^{\prime}-2^{w}$, and $j=j+k+1$.

4) If $b_{i}$ is EOF, then quit. Otherwise, update $i=i+1$ and go back to Step 2.

Here, $\lfloor x\rfloor$ is the largest integer not greater than $x$. Since the calculation of Eqs.(14) and (15) are approximation of those of M ethod 2, the interval $[u, l]$ is not exact. Note that this algorithm has an internal state that is specified by $\left(u^{\prime}, l^{\prime}, k\right)$, where $l^{\prime} \in\left\{0,1, \ldots, 2^{w-1}-1\right\}, u^{\prime} \in\left\{2^{w-1}, 2^{w-1}+1, \ldots, 2^{w}-1\right\}$, and $k \in\{0,1, \ldots\}$.

## IV. Results of experiment

Experiments were carried out to show the validity of the proposed method. San et.al have manufactured CM OS circuits in which $\beta$ encoders are embedded [8], [9]. We use the same $\beta$ encoder implemented in CM OS circuit as the one used in [15]. The parameter $\beta$ of the $\beta$ encoder is designed to 1.83 but its effective value is slightly fluctuated and not known precisely beforehand. We generated 125 sequences; the length of each sequence is $1.05 \times 10^{6}$. Method 3 was applied to the output sequences from such a $\beta$ encoder. The window size is $w=20$ and $\beta=1.8$ unless otherwise specified.

The NIST test suite [11] was applied to $\beta_{D}$ sequences [14] and sequences obtained by $\beta$-ary/binary conversions. In a randomness test for the $\beta_{D}$ sequence, the delay parameters in Eq.(12) were $d_{1}=6, d_{2}=6+7, \ldots, d_{i}=d_{i-1}+i+5$ $(i \geq 3)$ and $N_{x o r}=4,8$, and 16 .

There are fifteen tests for the NIST test suite. A result of each test is expressed by $P$ (Pass) or $F$ (Fail) except for nonoverlapping template matching test for which the number of templates that passes the test is shown [12].
$\beta$ encoders have voltage parameters. Three patterns of voltage parameters shown in Table I are used, where $V_{\text {DDA }}$, $V_{\text {DDD }}$, and $V_{\text {DDD }}$ Io are drive voltages for analog, digital and Input/Output (I/O) purposes, $A_{\text {in }+}$ and $A_{\text {in }}$ are differential input voltage which expresses the initial value of an input voltage for A/D conversion, and $V_{\text {ref + }}, V_{\text {ref-, }}$ and $V_{\text {ref_CM }}$ are reference voltages which are upper limit, lower limit, and threshold voltage. The last three values are designed to satisfy $V_{\text {ref_CM }}=\frac{1}{2}\left(V_{\text {ref }-}+V_{\text {ref }+}\right)$.

The difference between Pattern A and Pattern B is that $A_{\text {in }+}=0.80$ and $A_{\text {in- }}=0.40$ for the former and $A_{\text {in }+}=$ 0.60 and $A_{\text {in- }}=0.60$ for the latter. This comparison shows the effect of input voltage on the randomness of generated sequences. The difference between Pattern B and Pattern C is that $V_{\mathrm{DDA}}=1.20$ for the former and $V_{\mathrm{DDA}}=1.40$ for the latter. In general, a CM OS circuit has a range of $V_{\mathrm{DDA}}$ that the circuit can properly work. $V_{\text {DDA }}$ for the CMOS-implemented $\beta$ encoders is designed to be 1.20 , but the circuit is more stable if $V_{\mathrm{DDA}}=1.40$.

Tables II and III show results of the NIST test suite for $\beta_{D}$ sequences and the sequences obtained by $\beta$-ary/binary conversion, respectively. These results show that EXOR operation is needed for the former sequences to pass the NIST test suite, but is not needed for the latter sequences. Table IV shows the effect of window size $w$ on the results of NIST test. It is shown that $w \geq 15$ is required to guarantee the generated sequences pass the NIST test and that if $w=10$ the generated sequences do not pass most of the tests.

Since the effective value of $\beta$ is not known beforehand, we verified the robustness of the proposed method to the mismatch of the values of $\beta$ used in the encoder and the $\beta$-ary/binary converter. The value of $\beta$ is designed to be $\beta=1.83$. Denote the $\beta$ used in the $\beta$-ary/binary converter by $\beta^{\prime}$. Table.V shows that the results for $\beta^{\prime}=1.7,1.8$, and 1.9 are almost the same. However, the result for $\beta^{\prime}=1.6$ is very poor. We conclude that the proposed method can allow a fluctuation of $\beta$ at most 0.1.

## V. Conclusion

In this paper, a $\beta$-ary/binary conversion method for generating random numbers using a $\beta$ encoder, proposed in [16], has been explained. Experimental results have shown that sequences obtained by the $\beta$-ary/binary conversion can pass the NIST statistical test suite. The proposed method is implemented by integer calculations. It has been shown that the necessary window size is 15 and the converter is robust to the mismatch of $\beta$.
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TABLE II. Results of the Nist statistial test suite for $\beta_{D}$ Sequences

|  | $\beta$-ary/binary conversion is NOT applied |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Voltage Pattern | A |  |  |  | B |  |  |  | C |  |  |  |
| The number of EXORs | 1 | 4 | 8 | 16 |  | 4 | 8 |  | 1 |  | 8 | 16 |
| Frequency (Monobits) Test | F | P | P | P | F | P | P | P | F | P | P | P |
| Frequency Test within a Block | F | F | F | P | F | F | F | P | F | F | P | P |
| Cummulative Sums (Cusum) Test | F | P | P | P | F | P | P | P | F | P | P | P |
| Runs Test | F | F | F | P | F | F | F | P | F | F | F | P |
| Test for the Longest Run of Ones in a Block | F | F | P | P | F | F | P | P | F | F | P | P |
| Binary Matrix Rank Test | P | P | P | P | P | P | P | P | P | P | P | P |
| Discrete Frourier Transform Test | F | F | F | P | F | F | P | P | F | F | P | P |
| Non-Overlapping Template Matching Test | 0 | 12 | 128 | 157 | 0 | 12 | 135 | P | 0 | 19 | 156 | 155 |
| Overlapping Template Matching Test | F | F | F | P | F | F | F | P | F | F | P | P |
| Maurer's "Universal Statistical" Test | F | F | P | P | F | F | P | P | F | F | P | P |
| Approximate Entropy Test | F | F | F | P | F | F | F | P | F | F | P | P |
| Random Excursion Test | F | F | P | P | F | F | F | P | F | F | P | P |
| Random Excursions Variant Test | F | P | P | F | F | P | P | P | F | P | P | P |
| Serial Test | F | F | P | P | F | F | P | P | F | F | P | P |
| Linear Complexity Test | P | P | P | P | P | P | P | P | P | P | P | P |

TABLE III. Results of the NIST STATISTIAL TEST SUITE FOR $\beta$-ARY/binary conversion

|  | $\beta$-ary/binary conversion is applied |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Voltage Pattern | A |  |  |  | B |  |  |  | C |  |  |  |
| The number of EXORs | 1 | 4 | 8 | 16 | 1 | 4 | 8 | 16 | 1 | 4 | 8 | 16 |
| Frequency (Monobits) Test | P | P | P | P | P | P | P | P | P | P | P | P |
| Frequency Test within a Block | P | P | P | P | P | P | P | P | P | P | P | P |
| Cummulative Sums (Cusum) Test | P | P | P | P | P | P | P | P | P | P | P | P |
| Runs Test | P | P | P | P | P | P | P | P | P | P | P | P |
| Test for the Longest Run of Ones in a Block | P | P | P | P | P | P | P | P | P | P | P | P |
| Binary Matrix Rank Test | P | P | P | P | P | P | P | P | P | P | P | P |
| Discrete Frourier Transform Test | P | P | P | P | P | P | P | P | P | P | P | F |
| Non-Overlapping Template Matching Test | 157 | 157 | P | P | 157 | P | 156 | 156 | P | P | 157 | P |
| Overlapping Template Matching Test | P | P | P | P | P | P | P | P | P | P | P | P |
| Maurer's "Universal Statistical" Test | P | P | P | P | P | P | P | P | P | P | P | P |
| Approximate Entropy Test | P | P | P | P | P | P | P | P | P | P | P | P |
| Random Excursion Test | P | P | P | P | P | P | P | P | P | P | P | P |
| Random Excursions Variant Test | P | P | P | P | P | P | P | P | P | P | P | P |
| Serial Test | P | P | P | P | P | P | P | P | P | P | P | P |
| Linear Complexity Test | P | P | P | P | P | P | P | P | P | P | P | P |

TABLE IV. RESULTS OF THE NIST STATISTIAL TEST SUITE: COMPARISON OF WINDOW SIZE

|  | $\beta$-ary/binary conversion is applied |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Voltage Pattern | A |  |  | B |  |  | C |  |  |
| window size | 10 | 15 | 20 | 10 | 15 | 20 | 10 | 15 | 20 |
| Frequency (Monobits) Test | F | P | P | P | P | P | F | P | P |
| Frequency Test within a Block | F | P | P | F | P | P | P | P | P |
| Cummulative Sums (Cusum) Test | F | P | P | P | P | P | F | P | P |
| Runs Test | F | P | P | F | P | P | F | P | P |
| Test for the Longest Run of Ones in a Block | P | P | P | P | P | P | P | P | P |
| Binary Matrix Rank Test | P | P | P | P | P | P | P | P | P |
| Discrete Frourier Transform Test | P | F | P | P | P | P | P | P | P |
| Non-Overlapping Template Matching Test | 106 | P | 157 | 115 | P | 157 | 147 | P | P |
| Overlapping Template Matching Test | F | P | P | F | P | P | P | P | P |
| Maurer's "Universal Statistical" Test | P | P | P | P | P | P | P | P | P |
| Approximate Entropy Test | F | P | P | F | P | P | F | P | P |
| Random Excursion Test | P | F | P | P | P | P | P | P | P |
| Random Excursions Variant Test | P | P | P | P | P | P | P | P | P |
| Serial Test | F | P | P | F | P | P | F | P | P |
| Linear Complexity Test | P | P | P | P | P | P | P | P | P |

TABLE V. Results of the Nist statistial test suite: comparison of $\beta$ used in the converter

|  | $\beta$-ary/binary conversion is applied |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Voltage Pattern | A |  |  |  | B |  |  |  | C |  |  |  |
| $\beta$, | 1.6 | 1.7 | 1.8 | 1.9 | 1.6 | 1.7 | 1.8 | 1.9 | 1.6 | 1.7 | 1.8 | 1.9 |
| Frequency (Monobits) Test | P | P | P | P | F | P | P | P | P | P | P | P |
| Frequency Test within a Block | P | P | P | P | P | P | P | P | P | P | P | P |
| Cummulative Sums (Cusum) Test | F | P | P | P | P | P | P | P | P | P | P | P |
| Runs Test | P | P | P | P | P | P | P | P | P | P | P | P |
| Test for the Longest Run of Ones in a Block | F | P | P | P | P | P | P | P | P | P | P | P |
| Binary Matrix Rank Test | P | P | P | P | P | P | P | P | P | P | P | P |
| Discrete Frourier Transform Test | P | P | P | P | P | P | P | P | F | P | P | P |
| Non-Overlapping Template Matching Test | 152 | P | 157 | P | 147 | 155 | 157 | P | 152 | 157 | P | 157 |
| Overlapping Template Matching Test | P | P | P | P | P | P | P | P | P | P | P | P |
| Maurer's "Universal Statistical" Test | P | P | P | P | P | P | P | P | P | P | P | P |
| Approximate Entropy Test | P | P | P | P | P | P | P | P | P | P | P | P |
| Random Excursion Test | P | P | P | P | P | F | P | P | F | P | P | P |
| Random Excursions Variant Test | F | P | P | P | P | P | P | P | F | P | P | P |
| Serial Test | P | P | P | P | P | P | P | P | P | P | P | P |
| Linear Complexity Test | P | P | P | P | F | P | P | P | P | P | P | P |

# RANDOM DIRICHLET SERIES ARISING FROM RECORDS 

RYOKICHI TANAKA

We study the distributions of the random Dirichlet series with parameters $(s, \beta)$ defined by

$$
S=\sum_{n=1}^{\infty} \frac{I_{n}}{n^{s}},
$$

where $\left(I_{n}\right)$ is an independent sequence of Bernoulli random variables taking value 1 with probability $1 / n^{\beta}$ and 0 otherwise. Random series of this type are motivated by the record indicator sequences which have been studied in the extreme value theory in statistics. We show that the distributions have densities when $s>0$ and $0<\beta \leq 1$ with $s+\beta>1$, and are purely atomic or not defined because of divergence otherwise. In particular, in the case when $s>0$ and $\beta=1$, we prove that the density is bounded and continuous when $0<s<1$, and unbounded when $s>1$. In the case when $s>0$ and $0<\beta<1$ with $s+\beta>1$, we prove that the density is smooth. To show the absolute continuity, we obtain estimates of the Fourier transforms, employing van der Corput's method to deal with number-theoretic problems. We also give further regularity results of the densities.
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# HAUSDORFF SPECTRUM OF HARMONIC MEASURE 

RYOKICHI TANAKA


#### Abstract

This is an introduction to the paper [ T$]$ on random walks on word hyperbolic groups and their harmonic measures.


## 1. Introduction

Let $\Gamma$ be a finitely generated group. For a probability measure $\mu$ on it, we obtain a random walk on $\Gamma$ by multiplying from right independent random elements with the law $\mu$, and the distribution of the random walk at the time $n$ is given by the $n$-th convolution power $\mu^{* n}$. There are several important quantities which capture the asymptotic behaviours of the random walks. Define the entropy $h$ and the drift $l$ (also called the rate of escape, or the speed) by

$$
h:=\lim _{n \rightarrow \infty}-\frac{1}{n} \sum_{x \in \Gamma} \mu^{* n}(x) \log \mu^{* n}(x), \quad l:=\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{x \in \Gamma}|x| \mu^{* n}(x),
$$

where $|\cdot|$ denotes the word norm associated with a finite symmetric set of generators of $\Gamma$. It is known that the entropy, introduced by Avez [Ave], is equal to 0 if and only if all bounded $\mu$-harmonic functions on $\Gamma$ are constants ([Der], [KV]). The entropy and the drift are connected via the logarithmic volume growth $v$ of the group which is defined by $e^{v}:=\lim _{n \rightarrow \infty}\left|B_{n}\right|^{1 / n}$, where $\left|B_{n}\right|$ denotes the cardinality of the set $B_{n}$ of words of length at most $n$, by the inequality

$$
\begin{equation*}
h \leq l v \tag{1}
\end{equation*}
$$

as soon as all those quantities are well-defined ([Gui], see also e.g., [BHM1] and [Ver]). The inequality (1) is also called the fundamental inequality. In [Ver], Vershik proposed to study the equality case of (1). In this paper, we focus on hyperbolic groups in the sense of Gromov and characterise the equality of (1) in terms of the boundary behaviours of the random walks. For every hyperbolic group $\Gamma$, one can define the geometric boundary $\partial \Gamma$, which is compact and admits a metric $d_{\varepsilon}$ with a parameter $\varepsilon>0$. The harmonic measure $\nu$ is defined by the hitting distribution of the random walk starting from the identity on the boundary $\partial \Gamma$, corresponding to the step distribution $\mu$ on $\Gamma$. The boundary $\partial \Gamma$ has the Hausdorff dimension $D=v / \varepsilon$ and the $D$-Hausdorff measure $\mathcal{H}^{D}$ is finite and positive on $\partial \Gamma[\mathrm{Coo}]$. Here the $D$-Hausdorff measure $\mathcal{H}^{D}$ is a natural measure to compare with the harmonic measure $\nu$. We call a probability measure $\mu$ on the group $\Gamma$ admissible if the support of $\mu$ generates the whole group $\Gamma$ as a semigroup. In the present paper, $\mu$ is always finitely supported and admissible unless stated otherwise.
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Theorem 1.1. For every finitely supported admissible probability measure $\mu$ on every finitely generated non-elementary hyperbolic group $\Gamma$ equipped with a word metric, it holds that $h=l v$ if and only if the corresponding harmonic measure $\nu$ and the D-Hausdorff measure $\mathcal{H}^{D}$ are mutually absolutely continuous and their densities are uniformly bounded from above and from below.

Blachère, Haissinsky and Mathieu established this result for every finitely supported admissible and symmetric probability measure $\mu$ [BHM2, Corollary 1.2, Theorem 1.5]. We extend it to non-symmetric measures from a completely different approach as we describe later. Recently, Gouëzel, Mathéus and Maucourant have proven that for a non-elementary hyperbolic group $\Gamma$ which is not virtually free equipped with a word metric, for every finitely supported admissible probability measure $\mu$, the equality $h=l v$ never holds [GMM2]. Together with their results, one concludes that in this setting, the harmonic measure $\nu$ and the $D$-Hausdorff measure $\mathcal{H}^{D}$ are always mutually singular. Connell and Muchnik proved that for an infinitely supported probability measure $\mu$ on $\Gamma$, the $D$-Hausdorff measure $\mathcal{H}^{D}$ (and also a Patterson-Sullivan measure) and the harmonic measure for $\mu$ can be equivalent ([CM1, Remark 0.5] and [CM2]). On the other hand, Le Prince showed that for every finitely generated non-elementary hyperbolic group $\Gamma$, there exists a finitely supported admissible and symmetric probability measure $\mu$ such that the corresponding harmonic measure $\nu$ and the $D$-Hausdorff measure $\mathcal{H}^{D}$ are mutually singular [LeP]. Ledrappier proved the corresponding result to Theorem 1.1 for non-cyclic free groups for every finitely supported admissible probability measure $\mu$ [Led, Corollary 3.15] . For free groups, it is straightforward to see that if $\mu$ depends only on the word length associated with the standard symmetric generating set, then the corresponding harmonic measure coincides with the Hausdorff measure (the uniform measure on the boundary) up to a multiplicative constant. In [GMM1], Gouëzel et al. studied a variant of the fundamental inequality (1) and also obtained some rigidity results for the equality case. Apart from Cayley graphs of groups, Lyons extensively studied the equivalence of the harmonic measure and the Patterson-Sullivan measure for universal covering trees of finite graphs [Lyo].

A novel feature of our approach is to introduce one parameter family of probability measures $\mu_{\theta}$, which interpolates a Patterson-Sullivan measure and the harmonic measure on the boundary $\partial \Gamma$. Let us consider for every $\theta \in \mathbb{R}$,

$$
\beta(\theta):=\lim _{n \rightarrow \infty} \frac{1}{n} \log \sum_{x \in S_{n}} G(1, x)^{\theta}
$$

where $G(x, y)$ is the Green function associated with $\mu$, we denote by 1 the identity of the group, and by $S_{n}$ the set of words of length $n$. The limit exists by the Ancona inequality [Anc], and we show that $\beta$ is convex, in fact, analytic except for at most finitely many points and continuously differentiable at every point. Theorem 1.1 is deduced via the following dimensional properties of the harmonic measure $\nu$.

Theorem 1.2. Let $\Gamma$ and $\mu$ be as in Theorem 1.1, and $\nu$ be the corresponding harmonic measure on the boundary $\partial \Gamma$. It holds that

$$
\begin{equation*}
\lim _{r \rightarrow 0} \frac{\log \nu(B(\xi, r))}{\log r}=\frac{h}{\varepsilon l}, \quad \nu \text {-a.e. } \xi . \tag{2}
\end{equation*}
$$

Define the set

$$
E_{\alpha}=\left\{\xi \in \partial \Gamma \left\lvert\, \lim _{r \rightarrow 0} \frac{\log \nu(B(\xi, r))}{\log r}=\alpha\right.\right\}
$$

then the Hausdorff dimension of the set $E_{\alpha}$ is given by the Legendre transform of $\beta$, i.e.,

$$
\operatorname{dim}_{H} E_{\alpha}=\frac{\alpha \theta+\beta(\theta)}{\varepsilon}
$$

for every $\alpha=-\beta^{\prime}(\theta)$, where $\beta$ is continuously differentiable on the whole $\mathbb{R}$, and $B(\xi, r)$ denotes the ball of radius $r$ centred at $\xi$.

The measure $\mu_{\theta}$ is constructed by the Patterson-Sullivan technique. As $\theta=0$, the measure $\mu_{0}$ is a Patterson-Sullivan measure, and thus comparable with the $D$ Hausdorff measure $\mathcal{H}^{D}$, and as $\theta=1$, the measure $\mu_{1}$ is the harmonic measure $\nu$. The probability measure $\mu_{\theta}$ satisfies that $\mu_{\theta}\left(E_{\alpha}\right)=1$ for $\alpha=-\beta^{\prime}(\theta)$. We call $\operatorname{dim}_{H} E_{\alpha}$ as a function in $\alpha$ the Hausdorff spectrum of the measure $\nu$. To determine the Hausdorff spectrum is called multifractal analysis which has been extensively studied in fractal geometry. In fact, there are many technical similarities to analyse harmonic measures and self-conformal measures ([Fen] and [PU]). For the backgrounds on this topic, see also [Fal] and references therein. We show that the measure $\mu_{\theta}$ satisfies a Gibbs-like property with respect to $\beta(\theta)$, where $\beta(\theta)$ is an analogue of the pressure. This measure $\mu_{\theta}$ is also characterised by the eigenmeasures of certain transfer operator built on a symbolic dynamical system associated with an automatic structure of the group. To study the measure $\mu_{\theta}$, we employ the results about the Martin boundary of a hyperbolic group by Izumi, Neshveyev and Okayasu [INO] and a generalised thermodynamic formalism due to Gouëzel [Gou1]. Note that the formula (2) is proved for every non-elementary hyperbolic group and for every finitely supported symmetric probability measure $\mu$ in [BHM2, Theorem 1.3], for every non-cyclic free groups and for every probability measure $\mu$ of finite first moment in [Led, Theorem 4.15], for a general class of random walks on trees in [Kai1] and for the simple random walks on the Galton-Watson trees in [LPP].

The following result is a finitistic version of Theorem 1.2, inspired by the corresponding results for the Galton-Watson trees by Lyons, Pemantle and Peres [LPP].
Theorem 1.3. Let $\Gamma$ and $\mu$ be as in Theorem 1.1, and consider the associated random walk starting at the identity on $\Gamma$. For every $a \in(0,1)$, there exists a subset $\Gamma_{a} \subset \Gamma$ such that the random walk stays in $\Gamma_{a}$ for every time with probability at least $1-a$, and

$$
\lim _{n \rightarrow \infty}\left|\Gamma_{a} \cap S_{n}\right|^{1 / n}=e^{h / l}
$$

In particular, if $h<l v$, then the random walk is confined in an exponentially small part of the group with positive probability. This can be compared with [Ver, p.669], where a random generation of group elements which is called the Monte Carlo method is discussed. For example, the random generation of group elements according to a random walk does not produce the whole data of the group in this case; see also [GMM2].

Let us return to Theorem 1.1. For a symmetric probability measure $\mu$, i.e., $\mu(x)=$ $\mu\left(x^{-1}\right)$ for every $x \in \Gamma$, one can define the Green metric $d_{G}(x, y)=-\log F(x, y)$,
where $F(x, y)$ denotes the probability that the random walk starting at $x$ ever reaches $y$, and show that $\Gamma$ is hyperbolic with respect to $d_{G}$ according to the Ancona inequality [BHM2]. The Green metric $d_{G}$ is not geodesic; nevertheless, one can use approximate trees argument and most of common techniques for the geodesic case work. The harmonic measure $\nu$ is actually a quasi-conformal (in fact, conformal) measure with respect to the metric induced in the boundary $\partial \Gamma$ by the Green metric $d_{G}$, and this fact plays an essential role to deduce Theorem 1.1 and that the local dimension of the harmonic measure $\nu$ is $h /(\varepsilon l)$ for $\nu$-a.e. in Theorem 1.2 in the symmetric case. The symmetry of $\mu$ is required to make the Green metric $d_{G}$ a genuine metric in $\Gamma$; otherwise it is not clear that one can discuss about the hyperbolicity for a non-symmetric metric. Here our alternative is to introduce a measure $\mu_{\theta}$, whose construction is actually inspired by a recent work of Gouëzel on the local limit theorem on a hyperbolic group [Gou1], and to obtain the Hausdorff spectrum of the harmonic measure $\nu$. In many cases, a description of the Hausdorff spectrum is a main purpose on its own right, especially, when it is motivated by a problem in statistical physics. A fundamental observation in this paper, however, is rather the converse; namely, we use the multifractal analysis to compare the harmonic measure with a natural reference measure which is the $D$-Hausdorff measure on the boundary of the group $\Gamma$. More precisely, we shall see that the function $\beta$ is affine on $\mathbb{R}$ if and only if those two measures are mutually absolutely continuous. Furthermore, the description of the Hausdorff spectrum implies that the harmonic measure has a rich multifractal structure as soon as it is singular with respect to the $D$-Hasudorff measure. In particular, the range of the Hausdorff spectrum contains the interval $[h /(\varepsilon l), v / \varepsilon]$.

Let us mention about an extension to a step distribution $\mu$ of unbounded support. The arguments in the present paper work once we have the Ancona inequality and its strengthened one. Gouëzel has proven those for every admissible probability measure $\mu$ with a super-exponential tail [Gou2]. At the same time, he has also proven a failure of description of the Martin boundary in the usual sense for an admissible probability measure with an exponential tail [ibid]. Hence the results in this paper are extended to every admissible step distribution $\mu$ with a super-exponential tail, but it is obscure whether one could extend to $\mu$ with an exponential tail in the present approach. We shall also mention about an extension to a left invariant metric which is not induced by a word length in $\Gamma$. For example, one is interested in the setting where $\Gamma$ acts cocompactly on the hyperbolic space $\mathbb{H}^{n}$ and the metric in $\Gamma$ is defined by $d(x, y):=d_{\mathbb{H}^{n}}(x o, y o)$ for a reference point $o$ in $\mathbb{H}^{n}$. In fact, in [BHM2], they proved Theorem 1.1 for symmetric $\mu$ with every metric $d$ which is hyperbolic and quasi-isometric to a word metric in $\Gamma$ (not necessarily geodesic). Some of our results still hold for such a metric $d$, and in fact, most of the results are expected to remain valid; but we do not proceed to this direction in the present paper for the simplification of the proofs.

Finally, we close this introduction by pointing out some related problems in a continuous setting. On the special linear groups, the regularity problem of the harmonic measures is proposed by Kaimanovich and Le Prince [KL], and they showed that there exists a finitely supported symmetric probability measure (the support can generate a given Zariski dense subgroup) on $S L(d, \mathbb{R})(d \geq 2)$ such that the
corresponding harmonic measure is non-atomic singular with respect to a natural smooth measure class on the Furstenberg boundary. They proved this result via the dimension inequality of the harmonic measure. Bourgain constructed a finitely supported symmetric probability measure on $S L(2, \mathbb{R})$ such that the corresponding harmonic measure is absolutely continuous with respect to Lebesgue measure on the circle [Bou]. Brieussel and the author proved analogous results in the three dimensional solvable Lie group Sol $[\mathrm{BT}]$, namely, they showed that random walks with finitely supported step distributions on it can produce both absolutely continuous and singular harmonic measures with respect to Lebesgue measure on the corresponding boundary. The dimension inequality is also used there to prove the existence of a finitely supported probability measure whose harmonic measure is singular. We point out, however, the dimension equality of type (2) is still missing in both cases, and in general, in the Lie group settings to the extent of our knowledge.
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## 1 Introduction

(1) The devil's staircase is equal to the restriction of function of probability of tending to $+\infty$ w.r.t. the random dynamics on $\mathbb{R}$ s.t. we take $h_{1}(x)=3 x$ with prob. $1 / 2$ and we take $h_{2}(x)=3 x-2$ with prob. $1 / 2$.

(2) Lebesgue's singular function $L_{p}$ with parameter $p \in(0,1)$ is equal to the restriction of function of probability of tending to $+\infty$ w.r.t. the random dynamics on $\mathbb{R}$ s.t. we take $h_{1}(x)=2 x \quad$ with prob. $p \quad$ and we take $h_{2}(x)=2 x-1$ with prob. $1-p$.
(3) The Takagi function (on $[0,1]$ ) is equal to the function $\left.x \mapsto \frac{1}{2} \cdot \frac{\partial L_{p}(x)}{\partial p}\right|_{p=1 / 2}, x \in[0,1]$.
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We want to consider complex analogues of the above story. We consider the following setting.

- $\hat{\mathbb{C}}:=\mathbb{C} \cup \infty \cong S^{2}$ (Riemann sphere).
- Let $s \in \mathbb{N}$.
- Let $f_{i}: \hat{\mathbb{C}} \rightarrow \hat{\mathbb{C}}, i=1, \ldots, s+1$, be rational maps with $\operatorname{deg}\left(f_{i}\right) \geq 2$.
- Probability parameter space of dimension $s$ :

$$
\mathcal{W}:=\left\{\vec{p}=\left(p_{1}, p_{2}, \ldots, p_{s}\right) \in(0,1)^{s} \mid \sum_{i=1}^{s} p_{i}<1\right\} .
$$

- For each $\vec{p} \in \mathcal{W}$ we consider the random dynamical system on $\hat{\mathbb{C}}$ such that at every step we choose $f_{i}$ with probability $p_{i}$, i.e., a Markov process whose state space is $\widehat{\mathbb{C}}$ and whose transition probability is given by

$$
p(x, A):=\sum_{i=1}^{s+1} p_{i} 1_{A}\left(f_{i}(z)\right), z \in \hat{\mathbb{C}}, A \subset \hat{\mathbb{C}} .
$$

- Let $C(\hat{\mathbb{C}}):=\{\varphi: \hat{\mathbb{C}} \rightarrow \mathbb{C} \mid \varphi$ is conti. $\}$ endowed with sup. norm.
- The transition operator $M_{\vec{p}}: C(\hat{\mathbb{C}}) \rightarrow C(\hat{\mathbb{C}})$ is given by

$$
M_{\vec{p}}(\varphi)(z):=\sum_{i=1}^{s+1} p_{i} \cdot \varphi\left(f_{i}(z)\right), \quad \varphi \in C(\hat{\mathbb{C}}), z \in \hat{\mathbb{C}}
$$

- Let
$G:=\left\{f_{i_{1}} \circ \cdots \circ f_{i_{n}} \mid n \in \mathbb{N}, i_{1}, \ldots, i_{n} \in\{1, \ldots, s+1\}\right\}$.
This is a semigroup whose semigroup operation is the functional composition.
This $G$ is called the rational semigroup generated by $\left\{f_{1}, \ldots, f_{s+1}\right\}$.
- Let
$F(G):=\{z \in \hat{\mathbb{C}} \mid \exists \operatorname{nbd} U$ of $z$ s.t.

$$
\left.\{h: U \rightarrow \hat{\mathbb{C}}\}_{h \in G} \text { is equiconti. on } U\right\} \text {. }
$$

This is called the Fatou set of $G$.

- Let $J(G):=\hat{\mathbb{C}} \backslash F(G)$. This is called the Julia set of $G$.


## Assumptions for $G$ :

- $G$ is hyperbolic, i.e.,
$\cup_{h \in G}\{$ all critical values of $h: \hat{\mathbb{C}} \rightarrow \hat{\mathbb{C}}\} \subset F(G)$.
- $\left(f_{i}^{-1}(J(G))\right) \cap\left(f_{j}^{-1}(J(G))\right)=\emptyset$ for all $i \neq j$.
- $\exists$ at least two minimal sets of $G$.

Here, we say that a non-empty compact set $K \subset \hat{\mathbb{C}}$ is a minimal set of $G$ if

$$
K=\overline{\bigcup_{h \in G}\{h(z)\}} \text { for each } z \in K
$$

Theorem 1.1 (S, [S11-1, S13-1]). Fix $\vec{p} \in \mathcal{W}$ and let $L$ be a minimal set of $G$. For each $z \in \hat{\mathbb{C}}$, let $T_{L, \vec{p}}(z) \in[0,1]$ be the probability of tending to $L$ starting with the initial value $z \in \hat{\mathbb{C}}$. Then we have the following.
(1) $\exists \alpha>0$ s.t. $T_{L, \vec{p}} \in C^{\alpha}(\hat{\mathbb{C}}):=$ the space of $\alpha$-Hölder conti. fcns on $\hat{\mathbb{C}}$ endowed with $\alpha$-Hölder norm.
Moreover, $M_{\vec{p}}\left(T_{L, \vec{p}}\right)=T_{L, \vec{p}}$.
(2) $\exists V$ :nbd of $\vec{p}$ in $\mathcal{W}, \exists \alpha>0$ s.t. $\vec{q} \mapsto T_{L, \vec{q}} \in C^{\alpha}(\hat{\mathbb{C}})$ is real-analytic in $V$.
(3) The set of varying points of $T_{L, \vec{p}}$ is equal to $J(G)$, which is a thin fractal set (e.g. $\left.\operatorname{dim}_{H}(J(G))<2\right)$.
$T_{L, \vec{p}}$ is a complex analogue of the devil's staircase or Lebesgue's singular functions.

## Complex analogues of the Takagi function

Fix $\vec{p} \in \mathcal{W}$ and let $L$ be a minimal set of $G$.
Definition 1.2.
For $\vec{n}=\left(n_{1}, \ldots, n_{s}\right) \in(\mathbb{N} \cup\{0\})^{s}$ and $z \in \hat{\mathbb{C}}$ we set

$$
C_{\vec{n}}(z):=\left.\frac{\partial^{|\vec{n}|} T_{L,\left(a_{1}, \ldots, a_{s}, 1-\sum_{i=1}^{s} a_{i}\right)}(z)}{\partial^{n_{1}} a_{1} \partial^{n_{2}} a_{2} \cdots \partial^{n_{s}} a_{s}}\right|_{\vec{a}=\vec{p}}
$$

(note: $C_{(1,0, \ldots, 0)}$ is a complex analogue of the Takagi function.)
Also, define the $\mathbb{C}$-vector space

$$
\mathcal{T}:=\operatorname{span}\left\{C_{\vec{n}} \mid \vec{n} \in(\mathbb{N} \cup\{0\})^{s}\right\} \subset C^{\alpha}(\hat{\mathbb{C}})
$$

- For $C \in \mathcal{T}$ and $z \in \hat{\mathbb{C}}$ consider
pointwise Hölder exponent of $C$ at $z$ :
$\operatorname{Höl}(C, z):=\sup \left\{\beta \in \mathbb{R} \left\lvert\, \limsup _{y \rightarrow z, y \neq z} \frac{|C(y)-C(z)|}{d(y, z)^{\beta}}<\infty\right.\right\}$.
- By the separation condition in the setting, we have $\forall z \in J(G), \exists!i(z) \in\{1, \ldots, s+1\}$ s.t. $f_{i(z)}(z) \in J(G)$.
We define $f: J(G) \rightarrow J(G)$ by $f(z)=f_{i(z)}(z)$.
- Define potentials
$\zeta: J(G) \rightarrow \mathbb{R}, \zeta(z):=-\log \left\|f_{i(z)}^{\prime}(z)\right\|$ and $\psi: J(G) \rightarrow \mathbb{R}, \psi(z):=\log p_{i(z)}$.

Theorem 1.3 ([JS14, JS15]). Let $C \in \mathcal{T} \backslash\{0\}, z \in J(G)$.
Then

$$
\operatorname{Höl}(C, z)=\liminf _{n \rightarrow \infty} \frac{\sum_{10}^{n-1} \psi \circ f^{k}(z)}{\sum_{k=0}^{n-1} \zeta \circ f^{k}(z)} .
$$

Corollary 1.4. Let $C \in \mathcal{T} \backslash\{0\}$. Then $C$ is continuous on $\hat{\mathbb{C}}$ and varies precisely on $J(G)$ (which is a thin fractal set). In particular, $\mathcal{T}=\oplus_{\vec{n} \in(\mathbb{N} \cup\{0\})^{s}} \mathbb{C} C_{\vec{n}}$ is a direct sum.
Theorem 1.5. (Multifractal formalism) Let $C \in \mathcal{T} \backslash\{0\}$. Then the level sets

$$
\{z \in J(G) \mid \operatorname{Höl}(C, z)=\alpha\}, \alpha \in \mathbb{R}
$$

satisfy the multifractal formalism.
That is, the Hausdorff dimension function
$\alpha \mapsto \operatorname{dim}_{H}(\{z \in J(G) \mid \operatorname{Höl}(C, z)=\alpha\})$ is a real analytic strictly concave and positive function on a bounded open interval $\left(\alpha_{-}, \alpha_{+}\right)$, except very rare cases.

Example 1.6. Let $g_{1}(z)=z^{2}-1, g_{2}(z)=\frac{z^{2}}{4}$ and $f_{1}=g_{1} \circ g_{1}, f_{2}:=g_{2} \circ g_{2}$. Let $\vec{p}=(1 / 2,1 / 2)$. Then $\{\infty\}$ is a minimal set of $G=\left\{f_{i_{1}} \circ \cdots \circ f_{i_{n}} \mid n \in \mathbb{N}, \forall i_{j} \in\{1,2\}\right\}$.

- The function $T_{\infty, \vec{p}}: \hat{\mathbb{C}} \rightarrow[0,1]$ of prob. of tending to $\infty$ is a complex analogue of the devil' s staircase (or Lebesgue's singular functions) and it is called a devil's coliseum.
- Also, let $\left.C_{(1)}(z)=\frac{\partial T_{\infty,(a, 1-a)}(z)}{\partial a} \right\rvert\, a=1 / 2$.

Then the function $C_{(1)}: \widehat{\mathbb{C}} \rightarrow \mathbb{R}$ is a complex analogue of the Takagi function.

- Both $T_{\infty, \vec{p}}$ and $C_{(1)}$ are Hölder continuous on $\hat{\mathbb{C}}$ and vary precisely on $J(G)$, which is a thin fractal set (e.g. $\operatorname{dim}_{H} J(G)<2$ ). Multifractal formalism works.
$g_{1}(z):=z^{2}-1, g_{2}(z):=\frac{z^{2}}{4}, h_{1}:=g_{1}^{2}, h_{2}:=g_{2}^{2} . G:=\left\langle h_{1}, h_{2}\right\rangle . G \in \mathcal{G}_{\text {dis }}$. The figure of $J(G) . \sharp \operatorname{Con}(J(G))>\aleph_{0}$.


[^4](Devil's Coliseum (Complex analogue of devil's staircase).)
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[^0]:    ${ }^{1}$ Professor Emeritus, Kyushu University, E-mail:torukoda81@wind.ocn.ne.jp
    ${ }^{2}$ Intermediate expansions[30, 32] between the greedy and lazy expansions[28, 29] are called "cautious" by Daubechies[16].

[^1]:    ${ }^{3}$ Several tutorial papers and textbooks are available (see e.g.[9, 10, 11] for digital communication, $[12,13,14]$ for the basics of dynamical systems theory, and $[22,23,24,25,26,27,28,29,30,31,32,33,34]$ for $\beta$-transformation. See a review paper [18] and the detailed references cited therein for fundamental of quantization for digital communications and various $\mathrm{AD} / \mathrm{DA}$ conversions and $\beta$-encoder fundamentals.
    ${ }^{4}$ Ward[21] has recently proposed new $\mathrm{AD} / \mathrm{DA}$ algorithms for generating a binary sequence $\left\{b_{i}^{\text {Ward }}\right\}_{i=1}^{\infty}, b_{i}^{\text {Ward }} \in\{-1,1\}$ for a real-valued $y \in(-1,1)$ using a flaky version of an imperfect quantizer and gave its decoded value as $\widehat{y}_{L}^{\text {Ward }}=\sum_{i=1}^{L} b_{i}^{\text {Ward }} \gamma^{i}$. Ward's flaky quantizer is also realized exactly by the multi-valued Rényi-Parry map because it is topological conjugate to Parry's map: $T_{\beta, \alpha}(x)$ via the conjugacy $y=h(x)=2 x-(\beta-1)^{-1}$.

[^2]:    ${ }^{5} C_{\beta, \nu}(x)$ has its eventually locally onto map with the strongly invariant subinterval $C_{\beta, \nu}^{-1}([0, \gamma \nu]) \cap C_{\beta, \nu}^{-1}\left(\left[\gamma \nu,(\beta-1)^{-1}\right]\right)=[\nu-1, \nu]$. (Let $\tau: E \rightarrow E$ be a continuous map. Let $F \subset E$. If $\tau(F) \subset F$, then $F$ is called invariant. If $\tau(F)=F$, then $F$ is called strongly invariant. [14]).

[^3]:    ${ }^{6}$ There are three other eventually locally onto maps depending on $\nu .[18,35]$

[^4]:    $g_{1}(z):=z^{2}-1, g_{2}(z):=\frac{z^{2}}{4}, h_{1}:=g_{1}^{2}, h_{2}:=g_{2}^{2}, \tau:=\frac{1}{2} \delta_{h_{1}}+\frac{1}{2} \delta_{h_{2}}$
    The graph of $z \mapsto T_{T, \infty}(z)$.

