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## Preface

These are the proceedings of the conference "Inverse problems for practice, the present and the future", held at IMI, Kyushu University, from September second to September fourth, 2013. It was held in order to promote the collaboration and mutual understanding between engineers, in both theory and practice, mathematicians and all those who may apply inverse problems for practice. Recently, there being many mathematical researches in inverse problems, it seems that few of them meet the real demands of practical application where the problems originated. The other aim of this conference was to study inverse problems in order to meet the real demands of practical application. During the conference, the following problems and invetigations on them were reported and lively dicussions were had on them.

- A control problem of the temperature in the production process of automobile components
- A new numerical approach to an inverse source problem for the wave equation
- An inverse problem to detect the degree of fixation for the frame structure in the buildings
- Inverse problems in risk managements
- Inverse problems on magnetic resonance imaging
- An inverse problem for the pipe flow model in karst aquifers
- An inverse problem of the heat equation in view of practical application

Every problem is based on the practice and its investigations are in process with the return of their results to practice in mind. We wish that we would have more opportunities to hold such conferences to discuss inverse problems from the viewpoint of both the theory and the practice.

At the end of the preface, we would express our gratefulness to Ms. Kyoko Sakaguchi, the secretary of this conference, for her faithful help and contribution for success of our conference.

December 15, 2013
Takashi Takiguchi
Hiroshi Fujiwara
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# Problems arisen in the joint research with KalsonicKansei 

Takashi TAKIGUCHI*


#### Abstract

In this note, we report several problems arisen in the joint research with KalsonicKansei. We report how the problems were posed, especially, in view of practical application. We also report how they are being studied for the time being.


Keywords: inverse problems, collaboration with industry

## 1 Preface

It has been three years since KalsonicKansei and the author began discussion on the problems arisen in the production process of automobile components. Through these discussions, a number of problems were studied, among which, new research tasks were created and are under study.

Though, in the conference "Inverse problems for practice, the present and the future", held at IMI, Kyushu University, from September second to September fourth, 2013, Mr. Shohei Nagano and Mr. Makoto Kobayashi from CalsonicKansei gave a talk on the title "Demands of technology component analysis in manufacturing technique development", it is a pity to tell that they could not submit their report to these proceedings in the point of view of confidentiality in CalsonicKansei.

In this report, the author, instead of S. Nagano and K. Kobayashi, shortly reports their talk in the conference and introduces several inverse problems arisen in the joint research with KalsonicKansei to the extent that there is no conflict with the confidentiality in CalsonicKansei.

Throughout this paper, all contents being arranged in order that there is no conflict with the confidentiality in CalsonicKansei, some of them may be unclear and not easily understandable, for which the author is very sorry.

[^0]
## 2 Talk by S. Nagano and K. Kobayashi

In the conference "Inverse problems for practice, the present and the future", S. Nagano and K. Kobayashi posed problems arisen in the production process.

Problem 1. The following problems were posed in the talk by S. Nagano and K. Kobayashi.
(a) How to optimize the production process.
(b) Problems to control a molding device.
(c) How to control the temperature of the welding material in the welding.

We shortly introduce what Problem 1 is about. We cannot comment on the problem (a) much in detail since it may conflict with the confidentiality in CalsonicKansei, however, this problem is very new, challenging and complicated to find a suitable mathematical model. In the problem (b), they posed a problem to control a device to mold aluminium. Operation of the molding device is very sensitive to the environment, especially when the plate of aluminium to be molded is very thin. They posed a problem to find a method in order that the operation of the molding device works with no error from the beginning of the operation in a new factory. Solution to this problem can be of great help by cutting off the cost to send the learned engineers to the factory to adjust the molding device. In problem (c), they posed a problem to control the temperature of the welding material especially in MIG welding. For this problem, some research is under investigation. It being very hard to control the temperature of the welding material in MIG welding, it is possible in TIG welding since we can control the temperature of the heat source in this method. The author is studying how to modify this method for MIG welding.

## 3 Inverse Problems arisen in the joint research with KalsonicKansei

Let us introduce some inverse problems arisen in the joint research by KalsonicKansei and the author and some relating results. We also mention how they are being studied for the time being. There are many problems created in the discussion by KalsonicKansei and the author. Among them are optimization and control problems mentioned in the previous section. In this section, we introduce two inverse problems arisen in the joint research by KalsonicKansei and the author.

Problem 2. Following problems are created through the discussion by KalsonicKansei and the author.
(i) Non-destructive testing for die casting of the aluminium.
(ii) How to control the temperature in the interior of the furnace in the brazing process of the aluminium.

First, let us explain what the problem (i) is about. In the die casting of the aluminium, liquid aluminium is poured into a mold. After it gets cold, it is taken out of the mold. After the heat treatment and the final treatment, the die casting component of the aluminium is complete. The process of pouring the aluminium into a mold must be finished quickly, otherwise the aluminium would be solid, the mold of the aluminium contains blow holds inside it. If there is a blow hole near the boundary (or edge) of the mold of the aluminium, then, after the heat treatment, it will swell up and the mold would be defective. It is desirable to solve the following problem before the heat and final treatment of the die casting product.

Problem 3. Let $D, \Omega \subset \mathbb{R}^{n}$ be open sets satisfying $D \subset \Omega$. Decide whether

$$
\begin{equation*}
d(\partial \Omega, \partial D):=\inf _{x \in \partial \Omega, y \in \partial D}|x-y| \tag{1}
\end{equation*}
$$

is small or not, without accessing the interior of $\Omega$.
This problem has a close relation with the typical inverse problem to reconstruct inclusions in a homogeneous medium. For the time being, application of the same algorithm as the computerized tomography $(\mathrm{CT})$ is being investigated for this kind of problem. Since the objects in these problems are much simpler than the interior structure of the human body, it is expected to reduce the X-ray data for the reconstruction of the object. This problem is closely related to the geometric tomography and there are many studies on it both in the viewpoint of theory and in the viewpoint of application. For example, confer $[1,7,8]$ for the results in the viewpoint of theory and $[2,9,10,11]$ for the studies in the viewpoint of practical application. Unfortunately, the results mentioned above are not still satisfactory for practical application in view of the following points.

- In the case where we project parallel beams of the X-ray from two directions, we can classify the shape of the inclusions into the two classes, one is the uniquely determined ones by these data and the other is non-uniquely determined one ( $[7$, $8,9]$ ). For the unique class, reconstruction formulas ([7,9]) are given and we gave further studies, treatment of the errors, construction of a reconstruction algorithm and its implementation by computers and so on, satisfactory for practical application $([2,9])$. It is, however, proved that there are very few sets reconstructed by this method ([10]) and it is not known how to find the exact two directions for the reconstruction for the uniquely reconstructed sets, even if they exist.
- For general inclusions, the exact data of the beams of the X-ray for the reconstruction are not known. Needless to say their reconstruction methods, treatment of the errors, construction of an approximate reconstruction algorithm, its implementation by computers and so on.
- Since they adopt cone beams of the X-rays in many industrial CT devices, we have to study the above two problems for the cone beams of projections as well as for the parallel beams of projections.

There are other problems of the use of the X-ray tomography.

- The cost of the testing is not cheap if we apply the X-ray tomography.
- We cannot ignore the bad effect of the X-ray to the human body.

The problem of the cost seems to be fatal. If we apply the existing industrial CT to the problem (i), then the cost of the testing is more expensive than the price of the die casting product. In order to solve this problem, development of a new algorithm, as well as the idea of development a new CT machine for die casting products, is under investigation by the author.

There are other approaches. One idea is to detect an inclusion in a homogeneous medium applying the heat conduction. For this purpose, the author is studying some modifications of the theory by M. Ikehata and M. Kawashita [3, 4, 5, 6]. There also are other ideas to solve problem (i) under investigation, which shall be introduced when they are ready to be published.

Let us turn to the problem (ii). This is a mixed problem of an inverse and a control problems. For the time being, there is no method to know the distribution of the temperature inside the furnace completely. This is a typical inverse problem to reconstruct the solution of the heat equation by the observation of some boundary value. The author is afraid that this problem seems to be very simple and easy, but it is not so simple by the following points in view of practice.

- We cannot observe the boundary value on the whole boundary. What we can do is to observe the heat at finite points on the boundary. Technically, we put thermocouples inside the furnace and observe the temperature.
- On some subset of the boundary of the domain, where the heat equation holds, the insulation condition does not hold. Instead, there is complicated heat convection there.

There are more problems to make the situation more complicated. The study of the problem (ii) is under investigation by considering which condition is to be taken or to be thrown away to develop a suitable mathematical model of this problem. The process requires close collaboration between the theory and the practice. We first propose a model with some hypotheses and check its appropriateness by the experiment. After the model is decided to be appropriate, we can go for the next step. Step by step, we shall be approaching the solution to the final problem.

## References

[1] Gardner R.J. : X-rays of polygons, Discrete Comput. Geom., 7 (1992), pp. 281-293.
[2] Huang L. and Takiguchi T. : The reconstruction of uniquely determined plane sets from two projections, J. Inv. Ill-Posed Problems, 6 (1998), pp. 217-242.
[3] Ikehata M. : Reconstruction of the support function for inclusion from boundary measurements, J. Inv. Ill-Posed Problems, 8 (2000), pp. 367-378.
[4] - : Extracting discontinuity in a heat conductive body. One-space dimensional case, Appl. Anal., 86 (2007), pp. 963-1005.
[5] Ikehata M. and Kawashita M. : The enclosure method for the heat equation, Inverse Problems, 25 (2009), 075005.
[6] -: On the reconstruction of inclusions in a heat conductive body from dynamical boundary data over a finite time interval, Inverse Problems, 26 (2010), 095004.
[7] Kuba A. and Volčič A.: Characterization of measurable plane sets which are reconstructable from their two projections, Inverse Problems, 4 (1988), pp. 513-527.
[8] Lorentz G.G. : A problem of plane measure, Amer. J. Math., 71 (1949), pp. 417-426.
[9] Takiguchi T. : Reconstruction of measurable plane sets from their orthogonal projections, Contemporary Mathematics, 348 (2004), pp. 199-208.
[10] - : Reconstruction of the measurable sets in the two dimensional plane by two projections, Journal of Physics, Conference Series, 73 (2007), 012022.
[11] ——: Non-uniqueness of the reconstruction for connected and simply connected sets in the plane by their fixed finite projections, Acta Mathematica Scientia, 32B (2012), pp. 1637-1646.


| Introduction | Forward Model | Inverse Problems | Summary and References |
| :--- | :--- | :--- | :--- |
| 00000 | 000000000000 |  |  |
| OUtine |  |  |  |

(1) Introduction

- Geological description
- Mathematical models
(2) Forward Model
- Steady forward model
- Existence and regularity
- Numerical results for the forward problem
(3) Inverse Problems
- Uniqueness of the exchange rate function
- Parameter-to-output map
- Iterative regularization schemes
(4) Summary and References


## Introduction

## Geological description of the karst aquifers



Figure: The geological description of the karst aquifers. $h_{m}$ is the hydraulic head in the matrix and $h_{c}$ is the hydraulic head in the conduit.

## Simplified model

The classic discrete model


Figure: The discrete 2-D CCPF model of the karst aquifers.

The classic discrete model

## Geology description

$h_{m}, h_{c}$ the hydraulic head in the matrix and conduit;
$f_{m}, f_{c}$ the recharge rate to the matrix and conduit;
$\mathbb{K}$ the hydraulic conductivity;
$S$ the storativity of the water;
$Q_{i j}$ the flow rate from node $j$ to node $i$;
$D$ the Poiseuille constant.

Hydraulic head $h_{m}=z+\frac{p_{m}}{\rho g}$
$z$ relative depth;
$p_{m}$ dynamic pressure;
$\rho$ the density;
$g$ gravitational acceleration.

## The classic discrete model

## MODFLOW-2005: US Geologyical Survey's Software

$$
\begin{aligned}
\nabla \cdot\left(\mathbb{K} \nabla h_{m}\right)-\Gamma_{e x}+f_{m} & =S \frac{\partial h_{m}}{\partial t}, \quad \text { (conservation of mass) } \\
\sum_{j} Q_{i j}+q_{e x, i}+f_{c, i} & =0, \quad(\text { Kirchhoff's law }) \\
\Gamma_{e x} & =\sum_{i} \delta\left(\mathbf{x}-\mathbf{x}_{\mathbf{i}}\right) q_{e x, i} V^{-1} \\
q_{e x, i} & =\alpha_{e x, i}\left(h_{m, i}-h_{c, i}\right), \\
Q_{i j} & =-D \frac{h_{c, i}-h_{c, j}}{L_{i j}}, \quad \text { (Poiseuille flow formula). }
\end{aligned}
$$

## 2-D continuous steady model

$$
\begin{aligned}
-\nabla \cdot\left(\mathbb{K} \nabla h_{m}\right) & =-\alpha\left(h_{m}-h_{c}\right) \delta_{\Omega_{c}}+f_{m} & & \text { in } \Omega_{m} \\
-\frac{\partial}{\partial \tau}\left(D \frac{\partial h_{c}}{\partial \tau}\right) & =\alpha\left(\left.h_{m}\right|_{\Omega_{c}}-h_{c}\right)+f_{c}, & & \text { in } \Omega_{c}
\end{aligned}
$$

## 3-D continuous steady model

$$
\begin{aligned}
-\nabla \cdot\left(\mathbb{K} \nabla h_{m}\right) & =-\alpha\left(h_{m} \delta_{\Gamma}-h_{c} \delta_{\Gamma}\right) /\left|\Gamma_{x}\right|+f_{m} \\
-\frac{\partial}{\partial \tau}\left(D \frac{\partial h_{c}}{\partial \tau}\right) & =\alpha\left(\frac{1}{\left|\Gamma_{x}\right|} \int_{m} h_{m} h_{m} \mathrm{~d} l_{x}-h_{c}\right)+f_{c},
\end{aligned} \quad \text { in } \Omega_{c}
$$

References: Hua (2009), Wang (2010), Cao,Gunzburger,Hua,Wang (2011)
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## Analysis of the forward model

## The forward model

$$
\left\{\begin{array}{c}
-\nabla \cdot\left(\mathbb{K} \nabla h_{m}\right)=-\alpha\left(h_{m}-h_{c}\right) \delta_{\Omega_{c}}+f_{m} \quad \text { in } \Omega_{m}, \\
-\frac{\partial}{\partial \tau}\left(D \frac{\partial c_{c}}{\partial \tau}\right)=\alpha\left(h_{m} \mid \Omega_{c}-h_{c}\right)+f_{c}, \quad \text { in } \Omega_{c}
\end{array}\right.
$$

where $\delta_{\Omega_{c}}$ is the Dirac delta function concentrated on $\Omega_{c}$ and $\alpha(s)$ is the exchange function such that $\alpha(s) \in L_{+}^{\infty}\left(\Omega_{c}\right)$ where $s$ presents the arc length variable along the conduit $\Omega_{c}$.

## Bilinear form

Denoting $h_{c}^{\prime}:=\frac{\partial h_{c}}{\partial x}$, we define a bilinear form $a(\cdot, \cdot)$ of the system on $\mathbf{H} \times \mathbf{H}$ with $\mathbf{H}:=H_{0}^{1}\left(\Omega_{m}\right) \times H_{0}^{1}\left(\Omega_{c}\right)$ as follows:

$$
\begin{aligned}
a(\mathbf{h}, \mathbf{v}):= & \int_{\Omega_{m}} \mathbb{K} \nabla h_{m}(x, y) \cdot \nabla v_{m}(x, y) d x d y \\
& +\int_{0}^{L} \frac{D h_{c}^{\prime}(s(x)) v_{c}^{\prime}(s(x))}{\sqrt{1+\left[\psi^{\prime}(x)\right]^{2}}} d x \\
& +\int_{0}^{L} \alpha(s(x))\left(h_{m}(x, \psi(x))-h_{c}(s(x))\right) v_{m}(x, \psi(x)) \sqrt{1+\left[\psi^{\prime}(x)\right]^{2}} d x \\
& -\int_{0}^{L} \alpha(s(x))\left(h_{m}(x, \psi(x))-h_{c}(s(x)) v_{c}(s(x))\right) \sqrt{1+\left[\psi^{\prime}(x)\right]^{2}} d x
\end{aligned}
$$

where $\mathbf{h}=\left(h_{m}, h_{c}\right) \in \mathbf{H}$ and the test functions $\mathbf{v}=\left(v_{m}, v_{c}\right) \in \mathbf{H}$. The weak solution yields

$$
a(\mathbf{h}, \mathbf{v})=\left\langle f_{m}, v_{m}\right\rangle_{L^{2}\left(\Omega_{m}\right)}+\left\langle f_{c}, v_{c}\right\rangle_{L^{2}\left(\Omega_{c}\right)}
$$

for all $\mathbf{v} \in \mathbf{H}$.

## Existence of the forward model

## Existence

Assume that $f_{m} \in H^{-1}\left(\Omega_{m}\right), f_{c} \in H^{-1}\left(\Omega_{c}\right)$ and $\alpha \in L_{+}^{\infty}\left(\Omega_{c}\right)$. Then the weak solution $\mathbf{h}$ of uniquely exists and satisfies the estimation

$$
\|\mathbf{h}\|_{\mathbf{H}} \leq C\left(\left\|f_{m}\right\|_{H^{-1}\left(\Omega_{m}\right)}+\left\|f_{c}\right\|_{H^{-1}\left(\Omega_{c}\right)}\right)
$$

where $C$ is a constant independent of $f_{m}$ and $f_{c}$.

## Sketch of the proof [Hua(2009), Cao,Gunzburger,Hua, Wang (2011)]

Coercivity of the bilinear form

$$
a(\mathbf{h}, \mathbf{h}) \geq \int_{\Omega_{m}} \mathbb{K} \nabla h_{m}(x, y) \cdot \nabla h_{m}(x, y) d x d y+\int_{\Omega_{c}} D\left(\frac{d h_{c}(s)}{d s}\right)^{2} d s
$$

The rest of the proof follows the Lax-Milgram theorem and the trace theorem.

## Regularity of the forward model

## Regularity

Assume that $f_{m} \in H^{-\frac{1}{2}}\left(\Omega_{m}\right), f_{c} \in L^{2}\left(\Omega_{c}\right)$ and $\alpha(x) \in L_{+}^{\infty}\left(\Omega_{c}\right)$. Then the weak solution $\mathbf{h}$ satisfies $\mathbf{h} \in H^{\frac{3}{2}-\varepsilon}\left(\Omega_{m}\right) \times H^{2}\left(\Omega_{c}\right)$ for all $\varepsilon \in\left(0, \frac{1}{2}\right)$ and

$$
\|\mathbf{h}\|_{H^{\frac{3}{2}-\varepsilon}\left(\Omega_{m}\right) \times H^{2}\left(\Omega_{c}\right)} \leq C(\varepsilon)\left(\left\|f_{m}\right\|_{H^{-\frac{1}{2}}}\left(\Omega_{m}\right)+\left\|f_{c}\right\|_{L^{2}\left(\Omega_{c}\right)}\right) .
$$

Consequently, $h_{m} \mid \Omega_{c} \in H^{1-\varepsilon}\left(\Omega_{c}\right)$.

## Why the low regularity? [Hua(2009), Cao,Gunzburger,Hua, Wang (2011)]

By taking the test function $v_{c}$ in the conduit identically to zero in the weak form, we obtain the following weak form for $\mathbf{h}$ such that

$$
\begin{aligned}
\int_{\Omega_{m}} \mathbb{K} \nabla h_{m}(x, y) \cdot \nabla v_{m}(x, y) d x d y=- & \left.\int_{\Omega_{c}} \alpha(s)\left(h_{m} \mid \Omega_{c}-h_{c}(s)\right) v_{m}\right|_{\Omega_{c}} d s \\
& +\int_{\Omega_{m}} f_{m} v_{m} d x d y, \quad \forall v_{m} \in H_{0}^{1}\left(\Omega_{m}\right) .
\end{aligned}
$$

## Sketch of the proof II

## Why the low regularity? Cont.

From the assumption that $f_{m} \in H^{-\frac{1}{2}}\left(\Omega_{m}\right), h_{c} \in H^{2}\left(\Omega_{c}\right)$ and $\alpha(s) \in L_{+}^{\infty}\left(\Omega_{c}\right)$, we know that for all $v_{m} \in H_{0}^{1}\left(\Omega_{m}\right)$ there holds

$$
\begin{aligned}
\left.\int_{\Omega_{c}} \alpha(s)\left(\left.h_{m}\right|_{\Omega_{c}}-h_{c}(s)\right) v_{m}\right|_{\Omega_{c}} d s & \leq C\left(\left\|h_{m}\right\|_{L^{2}\left(\Omega_{c}\right)}+\left\|h_{c}\right\|_{L^{2}\left(\Omega_{c}\right)}\right)\left\|v_{m}\right\|_{L^{2}\left(\Omega_{c}\right)} \\
& \leq C(\varepsilon)\left(\left\|h_{m}\right\|_{H^{1}\left(\Omega_{m}\right)}+\left\|h_{c}\right\|_{L^{2}\left(\Omega_{c}\right)}\right)\left\|v_{m}\right\|_{H^{\frac{1}{2}+\varepsilon}\left(\Omega_{m}\right)} .
\end{aligned}
$$

One can observe that $\left.\int_{\Omega_{c}} \alpha(s)\left(h_{m} \mid \Omega_{c}-h_{c}(s)\right) v_{m}\right|_{\Omega_{c}} d s$ defines a bounded linear functional $\alpha(s)\left(\left.h_{m}\right|_{\Omega_{c}}-h_{c}(s)\right) \in H^{-\frac{1}{2}-\varepsilon}\left(\Omega_{m}\right)$ on $H_{0}^{\frac{1}{2}+\varepsilon}\left(\Omega_{m}\right)$ and

$$
\left\|\alpha(s(x))\left(h_{m}(x, \psi(x))-h_{c}(s(x))\right)\right\|_{H^{-\frac{1}{2}-\varepsilon}\left(\Omega_{m}\right)} \leq C(\varepsilon)\left(\left\|h_{m}\right\|_{H^{1}\left(\Omega_{m}\right)}+\left\|h_{c}\right\|_{L^{2}\left(\Omega_{c}\right)}\right) .
$$

One then concludes that the righthand side of the first equation $-\alpha\left(h_{m}-h_{c}\right) \delta_{\Omega_{c}}+f_{m} \in H^{-1 / 2-\varepsilon}\left(\Omega_{m}\right)$. By the elliptic regularity in domain with corners, we conclude that $h_{m} \in H^{3 / 2-\varepsilon}\left(\Omega_{m}\right)$. Consequently, by the trace theorem, $h_{m} \mid \Omega_{c} \in H^{1-\varepsilon}\left(\Omega_{c}\right)$ since $\varepsilon \in(0,1 / 2)$.

## Local regularity

## Darcy law

$$
\mathbf{v}=-\mathbb{K} \nabla h_{m}
$$

where $\mathbf{v}$ denotes the seepage velocity of fluid flows in the matrix.

## Local regularity

Assume that $f_{m} \in L^{2}\left(\Omega_{m}\right), f_{c} \in L^{2}\left(\Omega_{c}\right), \alpha(x) \in L_{+}^{\infty}\left(\Omega_{c}\right)$ and each component in $\mathbb{K}$ belongs to $C^{1}\left(\bar{\Omega}_{m}\right)$. Suppose $\mathbf{h} \in \mathbf{H}$ be the weak solution with homogeneous Dirichlet boundary conditions. Then for each open set $V \subset \Omega_{m}$ with $V \cap \Omega_{c}=\emptyset$ we have the local regularity such that $h_{m} \in H^{2}(V)$.

## Local regularity

## Sketch of the proof

By taking the test function $v_{c}$ in the conduit identically to zero in the weak form, we obtain the following weak form for $\mathbf{h}$ such that

$$
\begin{aligned}
\int_{\Omega_{m}} \mathbb{K} \nabla h_{m}(x, y) \cdot \nabla v_{m}(x, y) d x d y=- & \int_{\Omega_{c}} \alpha(s)\left(h_{m} \mid \Omega_{c}-h_{c}(s)\right) v_{m} \mid \Omega_{c} d s \\
& +\int_{\Omega_{m}} f_{m} v_{m} d x d y, \quad \forall v_{m} \in H_{0}^{1}\left(\Omega_{m}\right) .
\end{aligned}
$$

## Take

$$
v_{m}:=-\mathscr{D}_{k}^{-l}\left(\eta^{2} \mathscr{D}_{k}^{l} h_{m}\right)
$$

where $\mathscr{D}_{k}^{l} h_{m}$ denotes the difference quotient. For $V \Subset W \Subset \Omega_{m}$ and $W \cap \Omega_{c}=\emptyset$, we have

$$
\int_{\Omega_{m}} \mathbb{K} \nabla h_{m}(x, y) \cdot \nabla\left(-\mathscr{D}_{k}^{-l}\left(\eta^{2} \mathscr{D}_{k}^{l} h_{m}\right)\right) d x d y=\int_{\Omega_{m}} f_{m}\left(-\mathscr{D}_{k}^{-l}\left(\eta^{2} \mathscr{D}_{k}^{l} h_{m}\right)\right) d x d y .
$$

| Introduction | Forward Model | Inverse Problems | Summary and References |
| :--- | :--- | :--- | :--- |
| 00000 | 00000000000 | 00000000000000000 |  |

## Analysis of the forward model



Figure: Singular points for the Neumann boundary conditions

## Example 1 with Dirichlet boundary conditions

- $\Omega_{m}=(0,1) \times(-1 / 2,1 / 2), \Omega_{c}=(0,1) \times\{0\}$;
- $\mathbb{K}=\operatorname{diag}\{1,1\}, D=1, \alpha=1$;
- $h_{m}=\sin (2 \pi x)(\max \{y, 0\}+1)$ and $h_{c}=2 \sin (2 \pi x)$.


Figure: Left: the domain and mesh. Middle: the FEM solution of $h_{m}$. Right: the error between the FEM solution and the exact solution

## Example 2 with Dirichlet boundary conditions

- $\Omega_{m}=(0,1) \times(-1 / 2,1 / 2), \Omega_{c}$ are two half spheres;
- $\mathbb{K}=\operatorname{diag}\{1,1\}, D=1, \alpha=1$;
- $h_{m}=\sin (2 \pi x)(\max \{y, 0\}+1)$ and $h_{c}=2 \sin (2 \pi x)$.


Figure: Left: the domain and mesh. Middle: the FEM solution of $h_{m}$. Right: the error between the FEM solution and the exact solution
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J. B. Keller. Inverse problems. Am. Math. Mon., 83:107-118, 1976
"We call two problems inverses of one another if the formulation of each involves all or part of the solution of the other. Often, for historical reasons, one of the two problems has been studied extensively for some time, while the other is newer and not so well understood. In such cases, the former problem is called the direct problem, while the latter is called the inverse problem."
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## Cauchy data

## Cauchy data

We assume, at part of the matrix boundary $\partial \Omega_{m}$, the following Cauchy boundary data

$$
\begin{aligned}
& \left.h_{m}(0, y)\right|_{\Gamma}=\left.p(y)\right|_{\Gamma}, \\
& \left.\frac{\partial h_{m}(x, y)}{\partial x}\right|_{\Gamma}=\left.q(y)\right|_{\Gamma},
\end{aligned}
$$

where $\Gamma$ is chosen as a part of the $y$-axis such that
$\Gamma:=\{0\} \times(-M, 0) \cup(0, M)$.
The Cauchy data at the conduit boundary $\Omega_{c}$ are assumed to be known similarly i.e.

$$
h_{c}(0)=b_{1} \quad \text { and }\left.\quad \frac{\partial h_{c}(s)}{\partial \tau}\right|_{s=0}=b_{2}
$$

## Uniqueness theorem

## Uniqueness theorem

Denote $k(x)=\alpha(s(x))\left(h_{m}(x, \psi(x))-h_{c}(s(x))\right)$, if there exist two functions $k_{1}(x)$ and $k_{2}(x)$ for the CCPF model

$$
\left\{\begin{array}{c}
-\nabla \cdot\left(\mathbb{K} \nabla h_{m}\right)=-\alpha\left(h_{m}-h_{c}\right) \delta_{\Omega_{c}}+f_{m} \text { in } \Omega_{m} \\
-\frac{\partial}{\partial \tau}\left(D \frac{\partial h_{c}}{\partial \tau}\right)=\alpha\left(h_{m} \mid \Omega_{c}-h_{c}\right)+f_{c}, \quad \text { in } \Omega_{c}
\end{array}\right.
$$

having the same Cauchy data, there holds $k_{1}(x)=k_{2}(x)$ almost everywhere.

## Sketch of the proof

Holmgren's theorem and the fact that

$$
\begin{aligned}
\hat{k}(x) & =k_{1}(x)-k_{2}(x), \\
\int_{\Omega_{c}} \hat{k} \chi d s & =0, \quad \text { for all } \quad \chi \in C_{0}^{\infty}\left(\Omega_{c}\right) .
\end{aligned}
$$

ForP $\left\{\begin{array}{l}-\nabla \cdot\left(K \nabla h_{m}\right)=-\alpha(x)\left(h_{m}-h_{c}\right) \delta_{\Omega_{c}}+f_{m} \text { in } \Omega_{m}=(0,1) \times(-1,1) \\ -\frac{\partial}{\partial x}\left(D \frac{\partial h_{c}}{\partial x}\right)=\alpha(x)\left(h_{m} \mid \Omega_{c}-h_{c}\right)+f_{c} \text { in } \Omega_{c}=(0,1) \times 0\end{array}\right.$
and the boundary conditions
ForPBouCond: $\left.h_{m}\right|_{\partial \Omega_{m}}=g_{D}, \quad h_{c}(0)=c_{1}, \quad h_{c}(1)=c_{2}$.

The goal is to identify the parameter function $\alpha(x)$ from additional observations of the Neumann boundary data

$$
\left.K \frac{\partial h_{m}}{\partial n}\right|_{\Gamma_{1}}=n_{1}(y), \quad K \frac{\partial h_{m}}{\partial n}\left|\Gamma_{2}=n_{2}(y), \quad D \frac{\partial h_{c}}{\partial n}\right|_{\Gamma_{3}}=c_{3}
$$

from $\Gamma_{1}=\{x=0, y \in(-1,0)\}, \Gamma_{2}=\{x=0, y \in(0,1)\}$ and $\Gamma_{3}=\{x=0, y=0\}$.
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Nonlinear operator $F$

$$
F: \alpha \rightarrow\left(\left.K \frac{\partial h_{m}}{\partial n}\right|_{x=0, y \in(-1,0)},\left.K \frac{\partial h_{m}}{\partial n}\right|_{x=0, y \in(0,1)}, D \frac{\partial h_{c}}{\partial n}(0)\right)
$$

$$
\begin{aligned}
& \text { Parameter to output: a compact operator } \\
& \qquad F(\alpha)=z \\
& \text { where } z=\left(\left.K \frac{\partial h_{m}}{\partial n}\right|_{x=0, y \in(-1,0)},\left.K \frac{\partial h_{m}}{\partial n}\right|_{x=0, y \in(0,1)}, D \frac{\partial h_{c}}{\partial n}(0)\right) .
\end{aligned}
$$

## Linearized problem

## Linearized operator $F^{\prime}$

Consider some test function $v(x)$, i.e. piecewise constants function for $\alpha(x)$ from the parameter function space. Then, the linearization of $F$ at $\alpha$ is given by

$$
F^{\prime}=F^{\prime}(\alpha): v \rightarrow\left(\left.K \frac{\partial u_{m}}{\partial n}\right|_{x=0, y \in(-1,0)},\left.K \frac{\partial u_{m}}{\partial n}\right|_{x=0, y \in(0,1)}, D \frac{\partial u_{c}}{\partial n}(0)\right)
$$

$$
\operatorname{LinP}\left\{\begin{array}{l}
-\nabla \cdot\left(K \nabla u_{m}\right)=-\alpha(x)\left(u_{m}-u_{c}\right) \delta_{\Omega_{c}}-v(x)\left(h_{m}-h_{c}\right) \delta_{\Omega_{c}} \text { in } \Omega_{m} \\
-\frac{\partial}{\partial x}\left(D \frac{\partial u_{c}}{\partial x}\right)=\alpha(x)\left(u_{m} \mid \Omega_{c}-u_{c}\right)+v(x)\left(h_{m} \mid \Omega_{c}-h_{c}\right) \text { in } \Omega_{c}
\end{array}\right.
$$

with the linearized boundary conditions

$$
\text { LinP BouCond }\left\{\begin{array}{l}
\left.u_{m}\right|_{\partial \Omega_{m}}=0 \\
u_{c}(0)=0 \\
u_{c}(1)=0
\end{array}\right.
$$

## Adjoint linearized operator

Suppose we have an element $r=\left(r_{1}, r_{2}, r_{3}\right)$ belonging to the same space as our observation (which finally plays the role of the iterative residual). Then, the adjoint of $F^{\prime}(\alpha)$ satisfies

$$
\left\langle F^{\prime}(\alpha) v, r\right\rangle_{\Gamma_{1}, \Gamma_{2}, \Gamma_{3}}=\left\langle v, F^{\prime}(\alpha)^{*} r\right\rangle_{\Omega_{c}} .
$$

## Adjoint linearized problem

$$
\mathbf{A d j P}\left\{\begin{array}{l}
-\nabla \cdot\left(K \nabla \chi_{m}\right)=-\alpha(x)\left(\chi_{m}-\chi_{c}\right) \delta_{\Omega_{c}} \text { in } \Omega_{m} \\
-\frac{\partial}{\partial x}\left(D \frac{\partial \chi_{c}}{\partial x}\right)=\alpha(x)\left(\chi_{m} \mid \Omega_{c}-\chi_{c}\right) \text { in } \Omega_{c}
\end{array}\right.
$$

with the boundary conditions

$$
\text { AdjPBouCond }\left\{\begin{array}{l}
\left.\chi_{m}\right|_{\Gamma_{1}}=r_{1}, \\
\left.\chi_{m}\right|_{\Gamma_{2}}=r_{2}, \\
\left.\chi_{m}\right|_{\Gamma_{m} \backslash\left(\Gamma_{1} \cup \Gamma_{2}\right)}=0, \\
\chi_{c}(0)=r_{3}, \\
\chi_{c}(1)=0
\end{array}\right.
$$

with $\Gamma_{1}=0 \times(-1,0), \Gamma_{2}=0 \times(0,1)$.

## Iterative regularization schemes

## Landweber iteration

Search for the fixed point

$$
\alpha=\alpha+F^{\prime}(\alpha)^{*}(z-F(\alpha)) \quad \text { or } \quad \min \|z-F(\alpha)\|^{2}
$$

assuming that the operator $F$ is Fréchet differentiable. The iteration form then is defined as follows

$$
\alpha_{k+1}=\alpha_{k}+F^{\prime}\left(\alpha_{k}\right)^{*}\left(z-F\left(\alpha_{k}\right)\right), \quad k=1,2, \ldots .
$$

## Discrepancy principle (DP)

If the observation data contains noise, i.e. $z^{\delta}=z+\delta \xi$ where $\delta$ is the noise level and $\xi$ is a random variable, the iteration will terminate at $k_{*}=k_{*}\left(\delta, z^{\delta}\right)$ step when the following criterion is satisfied

$$
\left\|z^{\delta}-F\left(\alpha_{k_{*}+1}\right)\right\| \leq \tau \delta<\left\|z^{\delta}-F\left(\alpha_{k_{*}}\right)\right\|
$$

with $\tau \geq 1$.

## Case study

## The forward problem

ForP $\left\{\begin{array}{l}-\Delta h_{m}=-\alpha(x)\left(h_{m}-h_{c}\right) \delta_{\Omega_{c}}+f_{m} \text { in } \Omega_{m}=(0,1) \times(-1,1) \\ -\frac{\partial^{2} h_{c}}{\partial x^{2}}=\alpha(x)\left(h_{m} \mid \Omega_{c}-h_{c}\right)+f_{c} \text { in } \Omega_{c}=(0,1) \times 0\end{array}\right.$
with exact exchange function $\alpha^{\dagger}(x)=2+\sin (\pi x)$. Other functions are

$$
\begin{aligned}
h_{c}(x) & =2 \sin (\pi x) \quad \text { in } \quad x \in(0,1) \\
h_{m}(x, y) & =\sin (\pi x) \quad \text { in } \quad(x, y) \in(0,1) \times(-1,0) \\
h_{m}(x, y) & =(-(2+\sin (\pi x)) y+1) \sin (\pi x) \quad \text { in } \quad(x, y) \in(0,1) \times(0,1) .
\end{aligned}
$$

## Initial guess

In all numerical tests, we choose the initial guess $\alpha_{0}=2$.

## IRGNM algorithm

## IRGNM iteration

The idea of the iteratively regularized Gauss-Newton method (IRGNM) is to find the next iteration solution $\alpha_{k+1}$ minimizing the following functional

$$
\varphi(\alpha):=\left\|z-F\left(\alpha_{k}\right)-F^{\prime}\left(\alpha_{k}\right)\left(\alpha-\alpha_{k}\right)\right\|^{2}+\varepsilon_{k}\left\|\alpha-\alpha_{0}\right\|^{2}
$$

In an equivalent form (Euler equation), we obtain the iteratively regularized Gauss-Newton method

$$
\alpha_{k+1}=\alpha_{k}+\left(F^{\prime}\left(\alpha_{k}\right)^{*} F^{\prime}\left(\alpha_{k}\right)+\varepsilon_{k} I\right)^{-1}\left(F^{\prime}\left(\alpha_{k}\right)^{*}\left(z-F\left(\alpha_{k}\right)\right)+\varepsilon_{k}\left(\alpha_{0}-\alpha_{k}\right)\right)
$$

where $I$ is an identity matrix and $\varepsilon_{k}$ is the regularization parameter.
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## Extended results: decoupling

## Decoupled CCPF model

Assume the exchange coefficient function $\alpha(x)=\alpha$ with a constant $\alpha>0$, $\Omega_{m}:=(0, L) \times(-M, M)$ and $\Omega_{c}:=(0, L) \times\{0\}$. The forward CCPF model with $\mathbb{K}=\operatorname{diag}(1,1)$ and $D=1$ yields

$$
\left\{\begin{array}{l}
-\triangle h_{m}=-\alpha\left(h_{m}-h_{c}\right) \delta_{\Omega_{c}}+f_{m} \quad \text { in } \Omega_{m}, \\
-\frac{\partial}{\partial x}\left(\frac{\partial \partial c_{c}}{\partial x}\right)=\alpha\left(h_{m} \mid \Omega_{c}-h_{c}\right)+f_{c}, \quad \text { in } \Omega_{c} .
\end{array}\right.
$$

Additionally, assume the Dirichlet boundary condition of $\Omega_{m}$ and $\Omega_{c}$ such that

$$
\begin{aligned}
h_{c}(0) & =h_{m}(0, y)=b_{0}, \\
h_{c}(L) & =h_{m}(L, y)=b_{1} \\
h_{m}(x,-M) & =b_{0}+\frac{x}{L}\left(b_{1}-b_{0}\right), \quad h_{m}(x, M)=b_{0}+\frac{x}{L}\left(b_{1}-b_{0}\right),
\end{aligned}
$$

then there holds $\left.h_{m}(x, y)\right|_{\Omega_{c}}=h_{c}(x)$ almost everywhere along the conduit $\Omega_{c}$.

## Extended results: conduit uniqueness

## Uniqueness of the conduit

Under appropriate assumptions, if two conduits have the same Cauchy data for $h_{m, i}$ at the boundary $\Gamma:=\{0\} \times(-M, 0) \cup(0, M)$ such that

$$
\begin{aligned}
& \left.h_{m, i}(0, y)\right|_{\Gamma}=\left.p(y)\right|_{\Gamma}, \\
& \left.\frac{\partial h_{m, i}(x, y)}{\partial x}\right|_{\Gamma}=\left.q(y)\right|_{\Gamma},
\end{aligned}
$$

moreover, assume that $\left.h_{m}\right|_{\Omega_{c}}(x) \neq h_{c}(x)$ almost everywhere, there holds $\Omega_{c, 1}=\Omega_{c, 2}$. Additionally, if the Cauchy data for $h_{c}(s)$ at $s=0$ is known, namely,

$$
h_{c}(0)=b_{1} \quad \text { and }\left.\quad \frac{\partial h_{c}(s)}{\partial \tau}\right|_{s=0}=b_{2}
$$

simultaneously we obtain $\alpha_{1}(s)=\alpha_{2}(s)$ almost everywhere along the conduit.

## Summary

(1) Introduction of the CCPF model;
(2) Forward problems:

Well-posedness and simulation of the model;
(3) Inverse problems:

Uniqueness and reconstruction of the exchange rate function.
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## 1．はじめに

我が国の建築構造物のライフサイクルは欧米のそれに比べて極めて短いことが指摘さ れている。その理由の一つに地震国であり，厳しい耐震基準が挙げられている。わが国が規定している耐震コードは，中程度の地震に対する耐震コードと大地震に対する耐震コー ドに大別できる。中地震に対する耐震コードでは，地震後の損傷は許容しておらず，あく までも弾性範囲の挙動であることが義務付けられている。これに対して，大地震に対する耐震設計では塑性変形を許容しているが，人命の確保を義務付けている。現実には地震後 の建築物の剛性は，弾性範囲の挙動であったとしても幾らかの剛性低下は見られるし，大地震後では，目視による損傷まで達していなくても塑性化が進行している可能性がある。一方，新築時には厳しい耐震設計に基づいている建築物も，年数を重ねるごとに経年劣化 の進行とともに，建物を構成する各部材の剛性が低下し，やがて部材レベルの剛性低下は システムレベルの剛性低下に発展していくことになる。
建築物の耐震性は，強度と剛性の観点から評価されなければならない。強度の評価は，弾性範囲であれば部材に生じている応力が許容応力以下であることが必要とされ，塑性設計においては保有水平耐力が必要保有水平耐力以上であることが耐震設計の条件とされ ている。剛性の評価に関しては変形量として捉えられている。例えば，水平剛性が低下す ると，水平方向の変形が大きくなり層崩壊を誘発する原因として考えられる。そこで，一般に建築物の耐震性もしくは健全性の評価に当たっては，水平剛性を非破壊的に求めるこ とが提案されている。これらの方法は構造ヘルスモニタリングと呼ばれており，数理的手法では逆問題解析として定式化される。

こうした逆問題解析に基づく構造ヘルスモニタリングは，海洋中に建設された石油掘削 プラットフォームの海中部分の構造体に関する健全性のチェック手法として提案された経緯がある。Paura F．Vioro ら ${ }^{11}$ は，海洋プラットフォームの構造ヘルスモニタリングの方法における損傷検出方法として，Modal assurance criterion（MAC），Coordinate modal assurance criterion（COMAC），Modal scale factor（MSF），Modal shape relative difference method（RD）および Change in modal vector perpendicular to predominant modal direction の 5 種類の手法を比較している。これらの方法は構造物の振動特性を利用するものであり，何らかの原因で損傷が生じ剛性が低下することに起因して，対象とす る構造物の固有振動数および固有モードの変化からシステムの状態を検出する手法であ る。このように，モーダルパラメータの変化を用いてシステムの状態を推定するシステム同定は，先の 5 種類の方法の他に多くの研究者によって多くの方法が提案されている。濱本ら ${ }^{2)}$ は，アクティブ同定手法と名付けた構造ヘルスモニタリング手法を提案しているし，

三田ら ${ }^{3}$ は，主に電気的•機械的制御システムを駆使することで損傷確率評価を報告してい る。竹脇ら ${ }^{4}$ ）は高層建築物の剛性の同定に関して，せん断変形と曲げ変形を分離する方法 を提案している。また，西谷ら ${ }^{\text {5 }}$ ）は，実大振動台実験データを用いて，部材レベルの損傷評価を提案している。さらに，古川ら ${ }^{6}$ ）は構造物に用いられる鋼板に着目し，損傷に伴う鋼板の振動特性について検討した結果を報告している。

ここまで述べてきた比較的新しい手法の提案に対して，伝統的な逆解析手法としてカル マンフィルタを用いた方法がある。一般的なカルマンフィルタによる方法7は，時間とと もに変化する信号の動特性，雑音の統計的性質，そして初期値に関する先見情報を与える線形確率ダイナミックシステムに関して，未来を予測するPrediction 問題，現在を推定す る Filtering 問題そして過去を推定するSmoothing 問題において観測ベクトルを用いて状態ベクトルを推定する問題として発展してきた。これに対して，村上 ${ }^{8}$ ）はフィルタリング の過程で時間的遷移構造を持たないことを仮定することにより，フィルタ方程式を繰り返 し計算アルゴリズムとして用い，有限要素法による離散化と組み合わせることにより，基礎構造物の状態を推定するためのカルマンフィルタ有限要素法を提案している。登坂 9）は離散化方法を有限要素法に替えて境界要素法を用いることにより，弾性板内に点在するき裂を想定した孔の位置と大きさを推定する方法を提案している。筆者 $\left.{ }^{10}\right)$ は，これらの方法 を踏襲し，すなわちカルマンフィルタを繰り返し計算アルゴリズムとして用い，固有振動数を観測データとして中低層の建物の層剛性を同定する方法を提案した。
近年，こうした同定問題は大規模な変数を有する問題に適用することを念頭に，データ同化 ${ }^{11)}$ によりパラメータを推定し，カルマンフィルタの有用性を引き出したアンサンブル カルマンフィルタ 12）が提案されている。これに対して筆者ら ${ }^{133}$ は，Kalmanフィルタに用 いられているWienerフィルタに変えてパラメトリック射影フィルタを用いることを提案 した。パラメトリック射影フィルタには Tikhonov の正則化パラメータに対応する項が含 まれていることに特徴を有している。数学的にはともかく，構造ヘルスモニタリングとし ての工学問題では，正則化パラメータを計算的に決定することが望まれる。本報では，筆者らにより開発された各フィルタリングステップでパラメトリック射影フィルタの正則化パラメータを計算的に決定する，可変的パラメトリック射影フィルタを用いた逆問題解析に関し，固有振動数を観測データとして5層フレームモデルの層剛性を同定する問題に おいて，振動モードを用いて決定する正則化パラメータの特性に基づく，可変的パラメト リック射影フィルタの特性について検討することを目的としている。
なお，本報では我が国において耐震性を検討する要因となる地震の頻発している現状を示し，さらに大地震に対する設計の方針を示すことから本研究の必要性を強調することに する。

## 2．我が国における地震の発生状況と大地震における塑性変形

我が国は，地球を覆っている北米プレート，太平洋プレート，フィリピン海プレート及 びユーラシアプレートがお互いに重なっているところに位置している。プレートテクトニ クス理論に従えば，プレート境界ではプレートが移動し，プレート境界もしくはプレート内部において，蓄積されたひずみエネルギーがやがて地震となって解放される現象である。従って，日本の周辺では地震が多発することが理解できよう。Fig． 1 に気象庁のホームペ ージから引用したデータを用いた日本周辺と地球全体の過去の地震記録を示す。


Fig． 1 Japan and world maps of earthquake distribution．

Fig． 1 に示す左の日本周辺では日本地図が判別できないくらい過去の地震記録で塗り つぶされており，また右の世界における地震記録では右端に位置する日本は特に濃く塗り つぶされていることがわかる。地震の大きさは，震源におけるエネルギーの大きさを表す マグニチュードと，建築物が存在するサイトにおける地震の大きさを表す目途となる震度階であらわされる。マグニチュードが大きくても，震源から遠く離れていれば構造物に地震の影響は生じない。さて，先に述べたように，耐震設計では地震を 2 種類に大別するが，中程度までの地震とは震度 5 程度までと考えられ，震度 5 強以上の地震は大地震といえよ う。大地震における塑性変形のイメージを Fig． 2 に示しておく。


Fig． 2 Collapse mechanism of frame structure．
Fig． 2 における実線はフレーム構造に地震力を水平力として作用させた場合，塑性ヒ ンジを形成した状態が示されている。大地震が作用した構造物は塑性変形が許容されてい るが，実際には勒性を確保するため，曲げモーメントの大きいところで塑性ヒンジを形成 させることになる。建築構造物に地震力が作用すると，その地震が比較的小さい地震でも水平剛性は低下しているし，大地震では塑性ヒンジによって剛性が低下するため固有周期

が変化する。本研究は，このように損傷によって剛性低下した状態を固有周期の変化から非破壊的に推定しようとするものである。

## 3．逆問題解析の構成

地震や経年劣化によって剛性低下した建築構造物の状態を，固有周期を観測量として非破壊的に同定する逆問題解析を構成する。逆解析手法にはフィルタ理論を援用したフィル タリングアルゴリズムを採用し，復元作用素として筆者らが開発した可変的パラメトリッ ク射影フィルタを用いた場合と，さらに比較の意味で Wienerフィルタを用いる場合につ いても述べることにする。
3.1 数理モデル

逆問題を離散的立場から扱うものとし，推定（同定）すべき未知量は有限次元ベクトル とすると，その逆問題の数理モデルは次のように与えることができる。
－観測方程式（システム方程式）

$$
\begin{equation*}
y=M z+v \tag{1}
\end{equation*}
$$

－推定方程式（復元方程式）

$$
\begin{equation*}
\widetilde{z}=B(y) \tag{2}
\end{equation*}
$$

ここで，ベクトル $\boldsymbol{z}$ は推定または同定すべき原ベクトル， $\boldsymbol{y}$ は観測ベクトル，$\widetilde{\boldsymbol{z}}$ は $\boldsymbol{z}$ に対 する推定ベクトル，$v$ は観測に伴い混入する雑音ベクトル，行列 $\boldsymbol{M}$ は観測行列， $\boldsymbol{B}$ は推定行列（復元行列）とする。なお，上式中のベクトルは雑音ベクトルvの存在により，い ずれも確率変数（ベクトル）として取り扱わねばならない。

この数理モデルにより，逆問題は，観測行列 $\boldsymbol{M}$ を与えてノイズ $v$ の統計的性質と，与 えられた観測ベクトル $\boldsymbol{y}$ のもとで，次の評価基準を満たす $\boldsymbol{z}$ の最良な推定ベクトル $\widetilde{\boldsymbol{z}}$ を定 めることになる。

$$
\begin{equation*}
\boldsymbol{J}=\boldsymbol{J}(\boldsymbol{z}, \widetilde{\boldsymbol{z}}) \rightarrow \operatorname{Min} \tag{3}
\end{equation*}
$$

したがって，この最小化問題の解 $\boldsymbol{z}$ を与えるような推定行列 $\boldsymbol{B}$ を具体的に構成しなけれ ばならない。

## 3.2 フィルタ理論

推定行列 $\boldsymbol{B}$ を線形不偏推定条件のもとで構成することにすると $\boldsymbol{z}$ の期待値 $\boldsymbol{z}$ を用いて推定ベクトルは次のように与えられる。

$$
\begin{equation*}
\widetilde{z}=\bar{z}+B\{y-M(\bar{z})\} \tag{4}
\end{equation*}
$$

したがって，推定行列 $\boldsymbol{B}$ が具体的に与られれば，観測ベクトル $\boldsymbol{y}$ を用いて上式（4）から推定ベクトル $\boldsymbol{z}$ が決定できる。

この推定行列として，評価基準（3）の具体的な表現に対応してWienerフィルタ，射影フ イルタ，パラメトリック射影フィルタ等が存在している。これらのフィルタの中でも本報

で対象とするフィルタはパラメトリック射影フィルタである。このフィルタは次の評価基準に対して構成される。
評価基準：

$$
\begin{equation*}
\boldsymbol{J}(\boldsymbol{B}):=\operatorname{tr}\left\{(\boldsymbol{B} \boldsymbol{M}-\boldsymbol{P})(\boldsymbol{B} \boldsymbol{M}-\boldsymbol{P})^{T}\right\}+\gamma \boldsymbol{E}_{v}\left[\|\boldsymbol{B} \boldsymbol{v}\|^{2}\right] \tag{5}
\end{equation*}
$$

パラメトリック射影フィルタ：

$$
\begin{equation*}
\boldsymbol{B}=\boldsymbol{M}^{T}\left(\boldsymbol{M} \boldsymbol{M}^{T}+\gamma \boldsymbol{Q}\right)^{-1} \tag{6}
\end{equation*}
$$

ただし，$\gamma>0$ はいわゆる $s / n$ としての意味を有するパラメータであり， $\boldsymbol{P}$ は射影行列と し，$T$ は行列の転置操作を示し，$t r$ は行列のトレース操作とし，雑音共分散行列を以下の ように定義する。

$$
\begin{equation*}
\boldsymbol{Q}:=E\left[\boldsymbol{v} \boldsymbol{v}^{T}\right] \tag{7}
\end{equation*}
$$

ここに，$E$ は期待値を意味する。
ここで，Wiener フィルタおよび射影フィルタと比較しながらパラメトリック射影フィ ルタの特徵を概説しておく。まず，Wiener フィルタは未知状態ベクトル $\widetilde{\mathbf{z}}$ に関する平均操作を行っているため，出現確率の高い量ほど精度よく推定されるような評価関数を満足 しており，個々の状態ベクトル $\mathbf{z}$ と推定量 $\widetilde{\mathbf{z}}$ のノルム $\|\mathbf{z}-\widetilde{\mathbf{z}}\|$ を最良近似する保証は存在 しない。Fig． 3 に Wiener フィルタの復元写像と評価基準および Wiener フィルタの具体的 な表現を示す。


Fig． 3 Restoration mapping of Wiener filter．
評価基準（Wienerフィルタ）：

$$
\begin{equation*}
E z E v\|\boldsymbol{z}-\widetilde{\boldsymbol{z}}\|^{2} \rightarrow \text { Min } \tag{8}
\end{equation*}
$$

Wienerフィルタ：

$$
\begin{equation*}
\boldsymbol{B}=\boldsymbol{R} \boldsymbol{M}^{T}\left(\boldsymbol{M R} \boldsymbol{M}^{T}+\boldsymbol{Q}\right)^{-1} \tag{9}
\end{equation*}
$$

これに対して射影フィルタは基本的に状態ベクトル $\boldsymbol{z}$ の射影 $\boldsymbol{P z}$ が推定量 $\widetilde{\boldsymbol{z}}$ と一致する ように構成されている。通常，推定量 $\widetilde{\boldsymbol{z}}$ は観測誤差の影響により， $\boldsymbol{z}$ の最良近似 $\boldsymbol{P} \boldsymbol{z}$ の周り に散らばることになる。射影フィルタは観測誤差ベクトルのみに関して平均操作を考慮し た評価関数を満足する解として与えられるため，フィルタリング計算の安定性において大変厳しいフィルタといえる。Fig． 4 に射影フィルタの復元写像と評価基準および射影フィ ルタの具体的な表現を示す。


Fig． 4 Restoration mapping of Projection filter．

評価基準（射影フィルタ）：

$$
\begin{equation*}
E \boldsymbol{v}\|\widetilde{\boldsymbol{Z}}-\boldsymbol{P} \boldsymbol{z}\|^{2}=E \boldsymbol{v}\|\boldsymbol{B} \boldsymbol{v}\|^{2} \rightarrow \text { Min } \tag{10}
\end{equation*}
$$

射影フィルタ：

$$
\begin{equation*}
\boldsymbol{B}=\left(\boldsymbol{M}^{\boldsymbol{T}} \boldsymbol{Q}^{-l} \boldsymbol{M}\right)^{-1} \boldsymbol{M}^{\boldsymbol{T}} \boldsymbol{Q}^{-1} \tag{11}
\end{equation*}
$$

一方，パラメトリック射影フィルタの評価基準（5）は射影フィルタの制約条件を緩和す ると同時に，これに伴うノイズを抑制する度合いのバランスをパラメータ $\gamma$ によって調整 していることになる。
ところで，よく知られているように，逆解析は一般に非適切性を伴うことになる。様々 な逆解析に多用され，拡張 Kalman フィルタを構成することで知られている Wienerフィ ルタには推定誤差共分散が含まれており，フィルタリングステップに応じてこれを更新す ることで，フィルタリングの安定化を図る，いわゆる正則化の役割を担っていると考えら れる。これに対して，射影フィルタは射影を介して直接目標値に対応する状態量と状態推定量を比較することになり，フィルタリング計算の安定化を図るための正則化項はまった く含まれていない。パラメトリック射影フィルタはこの点が改善されており，Tikhonov の正則化項に関連し，スカラー量で与えられるパラメータ $\gamma$ が含まれていることによりフ ィルタリング計算が安定しているものと考えられる。換言すれば，パラメトリック射影フ ィルタを採用することは，パラメータ $\gamma$ を正則化パラメータとして捉えることにより，安定化の一手法としてノイズの統計的な先見情報として共分散行列 $\boldsymbol{Q}$ を用いた正則化を図

る効果が期待される。Fig． 5 にパラメトリック射影フィルタの復元写像を示す。


Fig． 5 Restoration mapping of Parametric Projection filter．
3.3 可変的パラメトリック射影フィルタリングアルゴリズム

パラメトリック射影フィルタ（6）には，パラメータ $\gamma$ が含まれているので，このフィルタ を用いて推定を行うには $\gamma$ の具体的な数値が必要となる。この数値の決定に関して，本報 では以下に示すような可変的決定手法を導入することによって，任意の初期値からフィル タリングの計算過程を通して自律的に適切な数値を取ることのできる可変的パラメトリ ック射影フィルタリングアルゴリズムを構成する。
線形不偏推定式（4）に基づくフィルタリングアルゴリズムにおけるフィルタ方程式とフ ィルタゲインは次のように与えられる。ただし，これ以降，フィルタ方程式や復元作用素 はフィルタリング過程において時間的遷移構造を持たないことを仮定し，添え字 $t$ は時間 ステップではなく繰り返しステップとして扱う。

フィルタ方程式：

$$
\begin{equation*}
\widetilde{\boldsymbol{z}}_{t-1 / t}=\widetilde{\boldsymbol{z}}_{t / t}=\widetilde{\boldsymbol{z}}_{t / t-1}+\boldsymbol{B}_{t}\left(\boldsymbol{y}_{t}-\boldsymbol{M}_{t} \widetilde{z}_{t / t-1}\right) \tag{12}
\end{equation*}
$$

フィルタゲイン：

$$
\begin{equation*}
\boldsymbol{B}_{t}=\boldsymbol{M}_{t}^{T}\left(\boldsymbol{M}_{t} \boldsymbol{M}_{t}^{T}+\gamma \boldsymbol{Q}_{t}\right)^{-1} \tag{13}
\end{equation*}
$$

ただし，推定ベクトル初期値を次のように与えるものとする。

$$
\begin{equation*}
\widetilde{\mathbf{z}}_{0 /-1}=\overline{\mathbf{z}}_{0} \tag{14}
\end{equation*}
$$

ここで，初期ステップにおいて，推定ベクトル $\widetilde{\boldsymbol{z}}_{0 /-1}^{\prime}$ は観測ベクトル $\boldsymbol{y}_{0}$ のみによって決定し ているので，それらの間に比例関係が成り立つものと仮定すると次のように書くことがで きる。

$$
\begin{equation*}
\widetilde{z}_{0 /-1}^{\prime} \fallingdotseq A_{0} y_{0}\left(=A_{0} M_{0}\left(\widetilde{z}_{0 /-1}^{\prime}\right)\right) \tag{15}
\end{equation*}
$$

ただし，行列 $\boldsymbol{A}_{0}$ は対角行列とする。一方，初期ステップのフィルタ方程式は近似的に式（12） より次のように書くことができる。

$$
\begin{equation*}
\widetilde{z}_{0 /-1}^{\prime} \fallingdotseq \boldsymbol{B}_{0} y_{0} \tag{16}
\end{equation*}
$$

これらの式を等置することによって次式を得る。

$$
\begin{equation*}
\boldsymbol{A}_{0} \boldsymbol{y}_{0}=\boldsymbol{B}_{0} \boldsymbol{y}_{0}=\left(\boldsymbol{M}_{0}^{T} \boldsymbol{Q}_{0}^{-I} \boldsymbol{M}_{0}+\gamma \boldsymbol{I}\right)^{-l} \boldsymbol{M}_{0}^{T} \boldsymbol{Q}_{0}^{-I} \boldsymbol{y}_{0} \tag{17}
\end{equation*}
$$

パラメトリック射影フィルタの表現（6）より，パラメータの初期値に関する次の関係式を得る。

$$
\begin{equation*}
\gamma_{0} \widetilde{\boldsymbol{z}}_{0 /-1}^{\prime}=\boldsymbol{b}_{0} \tag{18}
\end{equation*}
$$

ただし，

$$
\begin{equation*}
\boldsymbol{b}_{0}=\boldsymbol{M}_{0}^{T} \boldsymbol{Q}_{0}^{-1}\left(\boldsymbol{I}-\boldsymbol{M}_{0} \boldsymbol{A}_{0}\right) \boldsymbol{y}_{0} \tag{19}
\end{equation*}
$$

以上より，$\gamma_{0}$ は $\widetilde{\boldsymbol{z}}_{0 /-1}^{\prime}$ と $\boldsymbol{b}_{0}$ との内積と $\widetilde{\boldsymbol{z}}_{0 /-1}^{\prime}$ のノルムとを用いて次式で与えられる。

$$
\begin{equation*}
\gamma_{0}^{\prime}=\frac{\widetilde{z}_{0 /-1} \cdot \boldsymbol{b}_{0}}{\left\|\widetilde{z}_{0 /-1}^{\prime}\right\|^{2}} \tag{20}
\end{equation*}
$$

このように求められた $\gamma_{0}^{\prime}$ を含んだパラメトリック射影フィルタを構成し，フィルタ方程式 より $\widetilde{\boldsymbol{z}}_{0 /-1}^{\prime}$ を求める。これらの計算を $\gamma$ の値が収束するまで繰り返し，その収束値をフィル タリング 1 回目の値とする。同様にして各フィルタリングのステップにおいて収束値の $\gamma$ を決定することになる。

## 4．構造損傷同定問題への適用

4.1 拡張フィルタリングアルゴリズム

固有振動数を観測データとして5層フレームモデルの各層の水平剛性を同定するために前章で述べたkalmanフィルタと筆者らが開発した可変的パラメトリック射影フィルタに基づくアルゴリズムを採用する。フィルタリング過程で状態量は時間的遷移構造を持たな いことを仮定すると，遷移行列は単位行列 I で書くことができ，状態方程式は次式で書く ことができる。

$$
\begin{equation*}
\widehat{Z}_{t+1}=I \widehat{Z}_{t} \tag{21}
\end{equation*}
$$

従って，添字 t は時間領域を表すものでなく，計算ステップの回数を意味し，改めて $\widehat{\boldsymbol{Z}}$ は状態量の推定値を意味する。状態量である剛性と固有振動数との関係は非線形であるので観測方程式は次のように表すことにする。

$$
\begin{align*}
\boldsymbol{y}_{t} & =m_{t}\left(\boldsymbol{z}_{t}\right)+\boldsymbol{v}_{t} \\
& \risingdotseq \boldsymbol{M}_{t} \boldsymbol{Z}_{t}+\boldsymbol{v}_{t} \tag{22}
\end{align*}
$$

ここに $\mathbf{y}_{\mathbf{t}}$ は観測ベクトルであり，$m_{t}\left(\boldsymbol{z}_{t}\right)$ は非線形ベクトル関数である。 $\boldsymbol{M}_{t}$ は非線形ベク

トル関数を Taylor 展開し高次項を無視した次式の感度行列である。

$$
\begin{equation*}
\boldsymbol{M}_{t}=\left(\frac{\partial m_{t}\left(\boldsymbol{Z}_{t}\right)}{\partial \boldsymbol{Z}_{t}}\right)_{\boldsymbol{Z}_{t}=\widehat{\boldsymbol{Z}}_{t / t-1}} \tag{23}
\end{equation*}
$$

繰り返し計算アルゴリズムを構成するフィルタ方程式は次式で表される。

$$
\begin{equation*}
\widehat{\boldsymbol{Z}}_{t / t}=\widehat{\boldsymbol{Z}}_{t / t-1}+\boldsymbol{B}\left(\boldsymbol{\omega}-m_{t}\left(\widehat{\boldsymbol{Z}}_{t / t-1}\right)\right) \tag{24}
\end{equation*}
$$

ここに，$\omega$ は観測ベクトルであり，各モードに対応する固有振動数である。また $\widehat{\boldsymbol{Z}}_{t / t-1}$ は $\mathrm{t}-1$ 回目の情報に基づく t 回目の状態量である。Bはフィルタゲインであり，状態量 $\boldsymbol{z}$ の変化量をコントロールする役割を持っており，Wiener フィルタの評価基準を満足するフィ ルタゲインを用いると拡張カルマンフィルタのアルゴリズムとなり，射影フィルタ族とし てのパラメトリック射影フィルタの評価基準を用いることもできる。本報では，次式に示 すこれらの 2 種類のフィルタゲインを採用する。

Wiener フィルタ：

$$
\begin{equation*}
\boldsymbol{B}_{w}=\boldsymbol{R} \boldsymbol{M}_{t}^{T}\left(\boldsymbol{M}_{t} \boldsymbol{R}_{t} \boldsymbol{M}_{t}^{T}+\boldsymbol{Q}\right)^{-1} \tag{25}
\end{equation*}
$$

パラメトリック射影フィルタ：

$$
\begin{equation*}
\boldsymbol{B}_{p p f}=\left(\boldsymbol{M}_{t}^{T} \boldsymbol{Q}^{-1} \boldsymbol{M}_{t}+\gamma \boldsymbol{I}\right) \boldsymbol{M}_{t}^{T} \boldsymbol{Q}^{-1} \tag{26}
\end{equation*}
$$

ここに $\mathbf{R}_{t}$ は推定誤差共分散行列であり，Wienerフィルタおよびパラメトリック射影フィ ルタのそれらは次式で与えられる。

$$
\begin{align*}
& \widehat{\boldsymbol{R}}_{t / t}=\widehat{\boldsymbol{R}}_{t / t-1}-\boldsymbol{B}_{w} \boldsymbol{M}_{t} \widehat{\boldsymbol{R}}_{t / t-1}  \tag{27}\\
& \widehat{\boldsymbol{R}}_{t / t}=\widehat{\boldsymbol{R}}_{t / t-1}+\boldsymbol{B}_{p p f}\left(\boldsymbol{M}_{t} \widehat{\boldsymbol{R}}_{t / t-1} \boldsymbol{M}_{t}^{T}+\boldsymbol{Q}\right) \boldsymbol{B}_{p p f}^{T} \\
& \quad-\boldsymbol{B}_{p p f} \boldsymbol{M}_{t} \boldsymbol{R}_{t / t-1}-\widehat{\boldsymbol{R}}_{t / t-1} \boldsymbol{M}_{t}^{T} \boldsymbol{B}_{p p f}^{T} \tag{28}
\end{align*}
$$

$\boldsymbol{R}_{t}$ の計算では拡張カルマンフィルタは陽に計算され，状態量を収束させる性質として知られており，消極的な正則化と言えるかもしれない。しかし，パラメトリック射影フィ ルタには直接計算するための $\boldsymbol{R}_{t}$ は含まれていない。

また $\boldsymbol{Q}_{t}$ は観測雑音共分散行列であり，観測量 $\boldsymbol{\omega}$ と計算値 $m_{t}\left(\hat{Z}_{t / t-1}\right)$ とが一致するまで繰 り返し計算することになる。ところでパラメトリック射影フィルタには正則化項 $\gamma$ が含ま れている。この $\gamma$ を各フィルタリングステップで計算的に決定するパラメトリック射影フ ィルタが可変的パラメトリック射影フィルタである。
フィルタ方程式（24）は非線形であるため繰り返し計算アルゴリズムとする場合は，初期値（29）が計算結果および計算安定性に影響するので初期値の設定は極めて重要である。

$$
\begin{equation*}
\widehat{\boldsymbol{Z}}_{0 /-1}=\overline{\boldsymbol{Z}}_{0}, \widehat{\boldsymbol{R}}_{0 /-1}=\boldsymbol{R}_{0} \tag{29}
\end{equation*}
$$

4.2 可変的アルゴリズムの正則化

正則化項を決定する式（20）の計算過程は近似的なフィルタ方程式を用いており，すなわ ちフィルタリング計算を正則化することなしに行っていることに等しく，ここでも非適切

性が生ずることになる。そこで本研究では，多変数で与えられる式（20）の計算において，対角行列 $\mathbf{A}_{0}$ の特定の成分に着目し，1変数として計算することにより正則化を図ることに する。これより $\gamma$ を決定するための繰り返し計算はスカラー表記され，次式で表すことが できる。

$$
\begin{equation*}
\gamma_{0 /-1}=\mathrm{M} Q^{-1}\left(1-a_{0 n} \mathrm{M}\right) \omega_{0 /-1} \hat{Z}_{0 /-1}^{-1} \tag{30}
\end{equation*}
$$

## 4.3 モード依存性

正則化項 $\gamma$ の決定に当り，1変数とした式（30）を用いると，特定のモードの固有振動数 $\omega_{0 /-1}$ に着目して計算する必要がある。本逆解析では1次～5次モードのいずれかを用いる ことができる。これまでの経験から1次～5次のモードの内，どのモードの固有値を用いる ことにより解の精度と安定性に影響することが分かっている。本研究では1次～5次モード の固有値を用いて正則化した解の精度と安定性についてモード依存性と呼び，検討を加え るものとする。
4.4 逆問題の対象としてフレームモデルと観測データ

本逆解析はFig．6に示す6種類の5層鋼製フレームモデルの水平剛性を実測された固有振動数を用いて同定する。詳細は後に譲るがTable 1及び2に観測データとしての固有振動数 を示す。それぞれのモデルに対応して固有振動数が異なっていることがわかる。


Fig． 66 kinds of frame model used in experiments to measure observation data．

## 4.5 観測データの測定

観測データは固有振動数であることから，測定に当たっては実験モード解析を採用した。実験モード解析は固有振動数，固有モードおよび減衰比を求めるための実用的な実験解析手法であり，一般に加振実験から得られる周波数応答関数の測定と，モーダルパラメータ の同定の 2 つのカテゴリーから成り立っている。加振実験では簡単な手法とされているイ ンパクトハンマによる方法が用いられており，インパクトハンマに内蔵されているロード セルによる加振力と各層に設置された圧電型の加速度計からの応答によって周波数応答関数を求めモーダルパラメータを同定している。カーブフィットされた周波数応答関数の グラフをFig．8に示す。またTable 1に本研究で採用した非減衰せん断型質点系とした数理 モデルによる解析値を示す。またTable 2 に実験モード解析より得られた固有振動数の実測値を示す。

また，先に述べたフィルタリング過程における数理モデルとしての固有方程式は質点系 としての次式を用いた。

$$
\begin{equation*}
\left|\boldsymbol{K}-\omega^{2} \boldsymbol{M}\right|=0 \tag{31}
\end{equation*}
$$

ここに $\boldsymbol{K}$ は水平剛性行列， $\boldsymbol{M}$ は質量行列，$\omega^{2}$ は固有値を意味する。
実験モード解析のイメージをFig．7に示し，周波数応答関数をFig．8に示す。


Fig． 7 Experimental modal analysis system（EMA）．


Fig． 8 Frequency Response Function obtained by EMA．

式（31）により計算された固有振動数をTable 1に示し，実験モード解析より得られた固有振動数をtable 2 に示す。両者はほぼ一致していることがわかる。この固有振動数より角速度を求め観測データとした。

Table 1 Natural frequencies calculated by Eq．（32）．Unit（Hz）

| Reduce | Original | $\mathbf{1}^{\text {st }}$ | Story | $\mathbf{2}^{\text {nd }}$ Story | $\mathbf{3}^{\text {rd }}$ Story | $\mathbf{4}^{\text {th }}$ Story |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{5}^{\text {th }}$ Story |  |  |  |  |  |  |
| $\mathbf{1}^{\text {st }}$ Mode | 7.708 | 6.578 | 6.737 | 6.988 | 7.301 | 7.585 |
| $\mathbf{2}^{\text {nd }}$ Mode | 22.501 | 20.232 | 22.192 | 21.355 | 19.349 | 19.969 |
| $\mathbf{3}^{\text {rd }}$ Mode | 35.470 | 33.526 | 33.323 | 31.673 | 35.002 | 30.965 |
| $\mathbf{4}^{\text {th }}$ Mode | 45.566 | 44.483 | 40.787 | 44.926 | 41.892 | 42.731 |
| $\mathbf{5}^{\text {th }}$ Mode | 51.970 | 51.630 | 50.430 | 48.256 | 49.470 | 51.127 |

Table 2 Natural frequencies measured by EMA．
Unit（Hz）

| Reduce | Original | $\mathbf{1}^{\text {st }}$ Story | $\mathbf{2}^{\text {nd }}$ Story | $\mathbf{3}^{\text {rd }}$ Story | $\mathbf{4}^{\text {th }}$ Story | $\mathbf{5}^{\text {th }}$ Story |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{1}^{\text {st }}$ Mode | 7.970 | 6.760 | 6.902 | 7.185 | 7.516 | 7.781 |
| $\mathbf{2}^{\text {nd }}$ Mode | 23.452 | 20.701 | 22.684 | 22.097 | 20.057 | 20.820 |
| $\mathbf{3}^{\text {rd }}$ Mode | 37.532 | 35.130 | 34.963 | 33.177 | 36.687 | 32.534 |
| $\mathbf{4}^{\text {th }}$ Mode | 48.859 | 47.080 | 42.997 | 47.567 | 44.179 | 45.114 |
| $\mathbf{5}^{\text {th }}$ Mode | 56.159 | 55.195 | 53.586 | 51.679 | 52.751 | 54.470 |

## 5．逆解析結果と検討

5.1 カルマンフィルタによる同定結果

Fig．9にカルマンフィルタ（KF）を用いて1層および3層が $50 \%$ 剛性低下したモデルの水平

剛性を同定した結果を示す。ところで，フィルタを繰り返し計算アルゴリズムとした場合，固有振動数と剛性の非線形の関係を有するフィルタ方程式を用いるため，解の収束性等に初期値の設定が大きく影響する。そこで，結果を表す図として，初期値の影響を考慮し， さらに明確な同定値を確認できるように工夫を施すことにした。この以降に示す結果を表 す図はすべて，横軸は設定した初期値である。本問題で設定した初期値はすべてのモデル で，正常モデルの水平剛性を参考に $1 \sim 272 \mathrm{~kg} / \mathrm{cm}$ とした。 $272 \mathrm{~kg} / \mathrm{cm}$ の値は正常モデルの水平剛性の 2 倍の値である。縦軸は同定すべき水平剛性である。得られた同定値が直線をな すようにプロットされている値が同定値を意味することになる。

（a）Damaged at $1^{\text {st }}$ story

（b）Damaged at $3^{\text {rd }}$ story

Fig． 9 Results calculated by KF on damage grade with $50 \%$ at $1^{\text {st }}$ and $3^{\text {rd }}$ stories．

## 5.2 可変的パラメトリック射影フィルタによる同定結果

先にも述べたように，可変的パラメトリック射影フィルタによる逆解析（VPPF）では，正則化パラメータ $\gamma$ を計算的に求める際にも正則化を施し，ベクトルの内積とノルムをスカ ラー化して $\gamma$ を決定している。ここでは，1次モードを用いて各フィルタリングステップで $\gamma$ を決定した場合と，2次モードを用いた場合について1層および3層が $50 \%$ 剛性低下した モデルの水平剛性を同定した結果をFig．10およびFig．11に示す

（a）Damaged at $1^{\text {st }}$ story

（b）Damaged at $3^{\text {rd }}$ story

Fig． 10 Results calculated by VPPF on damage grade with $50 \%$ at $1^{\text {st }}$ and $3^{\text {rd }}$ stories．
（Case where $\gamma$ was calculated by using $1^{\text {st }}$ mode）


Fig． 11 Results calculated by VPPF on damage grade with $50 \%$ at $1^{\text {st }}$ and $3^{\text {rd }}$ stories． （Case where $\gamma$ was calculated by using $2^{\text {st }}$ mode）

## 5.3 両フィルタによる結果の比較

kalmanフィルタを用いた場合，いずれの初期値を設定した場合にも同定結果にばらつ きがみられ，収束はするものの明確な同定値が得られていない。先にも述べたように， kalmanフィルタは収束性を優先しており，解の精度に関しては初期値に依存した解が得 られている。

可変的パラメトリック射影フィルタを用いた場合には，正則化パラメータ $\gamma$ を決定する際に用いた振動モードに大きく依存している。すなわち，1次モードを用いて $\gamma$ を決定した

場合には，同定結果はほとんどkalmanフィルタを用いた場合と変わらず，改善が見られ ない。これに対して，2次モードを用いて $\gamma$ を決定した場合には，小さな初期値の場合に は安定しないものの，設定する初期値が大きくなるにつれ同定結果は正解の位置に収束し ていくことがわかる。これらの結果から，モード依存性を考慮することにより，筆者らが開発した可変的パラメトリック射影フィルタが適応フィルタとして機能していると考え られる。

## 6．まとめ

本研究では中低層の既存建築物の水平剛性を同定する逆問題解析を構成し，逆解析手法 として既存のkalmanフィルタと筆者らの開発した可変的パラメトリック射影フィルタに基づくフィルタリングアルゴリズムを用いて5層フレームモデルの水平剛性を同定する逆問題解析を行った。その結果，可変的パラメトリック射影フィルタの優位性を示すことが できた。
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## 1. Introduction to inverse problems

Inverse problem?

- Determine "Cause" from "Result"
- Determine "Future" from "Past": forward problem
Determine "Past" from "Future": inverse problem
- useful for better prediction, identification of physical parameters
- Theoretical subjects: uniqueness, stability
- Numerical subject:

Robust numerical methods against data errors

Example: archaeologoical IP
$\partial_{t} u(x, t)=\partial_{x}^{2} u, 0<x<1, t>0$,
$u(0, t)=u(1, t)=0$.
IP: $u(x, T) \Longrightarrow u\left(\cdot t_{0}\right)$
Here $\mathbf{0} \leq t_{0}<T$ : once upon a time
Uniqueness: OK
Stability: NO in general
$u_{n}(x, t):=e^{-n^{2} \pi^{2} t} \sin n \pi x$,
$u_{n}(\cdot, T) \rightarrow 0$ but $u_{n}(\cdot, 0) \nrightarrow 0$.

## Conditional stability:

Restored stability under a priori bound

- Hölder stability: For $t_{0}>\mathbf{0}, \exists \boldsymbol{\exists}, \boldsymbol{\theta} \in(0, l)$ s.t.

$$
\left\|u\left(\cdot, t_{0}\right)\right\|_{L^{2}(0,1)} \leq C\|u(\cdot, T)\|_{L^{2}(0,1)}^{\theta}
$$

- Logarithmic stability:

$$
\|u(\cdot, 0)\|_{L^{2}(0,1)} \leq C\left(\log \frac{1}{\| u\left(\cdot, T \|_{L^{2}(0,1)}\right.}\right)^{-\theta}
$$

where $\left\|\partial_{x}^{2} u(\cdot, 0)\right\|_{L^{2}(0,1)} \leq M$ : a priori bound.

Lipschitz stability >> Logarithmic stability
But
Lipschitz stability: $\mathbf{1 0}^{\mathbf{8 0} \times \text { Data }}$
Logarithmic stability: $10^{-80}\left(\log \frac{1}{\text { Data }}\right)^{-1}$
Which is better? Better stability for inverse
problem $\rightarrow$ good
Bad stability $\rightarrow$ not be disappointed!

## Conditional stability $\Longrightarrow$

- How to choose admissible set of unknowns
- Balance between accuracy of available data and conditional stability:
For bad stability, it is meaningless to find highly accurate data
- Giving guideline in choosing optimal mesh size, regularizing parameters, etc.

Available data for inverse problem are limited $\Rightarrow$ We cannot expect high accuracy in numerics for inverse problems
$\Rightarrow$ We should not rely only on one method, but we should use suitable a priori knowledge or empirical knowledge

## 2. Inverse source problem of pollution

$\partial_{t} u(x, t)=\Delta u+\mu(t) f(x), x \in \Omega, 0<t<T$, B.С. $\partial_{\nu} u+\sigma(x) u=0$ on $\partial \Omega, \sigma \geq 0$ $u(\cdot, 0)=0$

$$
D:=\overline{\{x \in \Omega \mid f(x) \neq 0\}} \subset \subset \Omega
$$

Inverse source problem of pollution
$f(x)$ ：given，$x_{0} \in \Omega$ ：monitoring point
－$u\left(x_{0}, \cdot\right) \Longrightarrow \mu(t)$
－$u(\cdot, T) \Longrightarrow \mu(t)$
$\mu(t)$ ：given
－$\left.u\right|_{\partial \Omega \times(0, T)} \Longrightarrow f(x)$
－$u(\cdot, T) \Longrightarrow f(x)$

ソース決定逆問題
古い（古典的な）形式の逆問題＋環境問題，リス
クマネージメント
$\Longrightarrow$ 新たな問題意識
「新しい酒を古い革袋に入れる」 $\Longrightarrow$ あらたな研究の動機付け

IP 1: determine $\mu(t)$
I. Data: $u\left(x_{0}, t\right)$
$G(x, t)$ : Green function for $\Delta$ with B.C.
$u(x, t)=\int_{0}^{t} \int_{\Omega} G(x-y, t-s) \mu(s) f(y) d y d s$
$w(x, t):=\int_{\Omega} G(x-y, t) f(y) d y$
$\Longrightarrow u\left(x_{0}, t\right)=\int_{0}^{t} w\left(x_{0}, t-s\right) \mu(s) d s, 0<t<T$
Uniqueness for general $\mu$ by data over $(0, T)$ ?

## 1. Stability for $\mu \geq 0$

Key lemma (reverse Hölder inequality)
Let $p \geq 1,0 \leq \lambda, \mu$ in $(0, T)$
Then:

$$
\|\mu\|_{L^{p}(0, T)}\|\lambda\|_{L^{p}(0, \delta)} \leq M^{\frac{2 p-2}{p}}\|\mu * \lambda\|_{L^{1}(0, T+\delta)}^{\frac{1}{p}}
$$

(Saitoh-Vu-Yamamoto: 2002)

Theorem 1
$x_{0} \in \Omega$ : arbitrary,
$f \geq 0, \not \equiv 0, \in C^{\infty}[0, \infty)$
Assume $\mu \geq 0$. Then for any $\delta>0$,
$\|\mu\|_{L^{p}(0, T)} \leq C_{\delta}\left\|u\left(x_{0}, \cdot\right)\right\|_{L^{1}(0, T+\delta)}^{\frac{1}{p}}$
Remark: OK for $f\left(x_{0}\right)=\mathbf{0} \leftarrow$ monitor away
from source
Proof: Set $\lambda(t)=w\left(x_{0}, t\right)$ in key lemma.
2. Stability by monitor inside of source Let $f\left(x_{0}\right) \neq 0$.

$$
\begin{aligned}
& u\left(x_{0}, t\right)=\int_{0}^{t} w\left(x_{0}, t-s\right) \mu(s) d s, \quad 0<t<T . \\
& f\left(x_{0}\right) \neq 0 \longrightarrow w\left(x_{0}, t\right)>0,0 \leq t \leq T .
\end{aligned}
$$

$\partial_{t} u\left(x_{0}, t\right)=w\left(x_{0}, 0\right) \mu(t)+\int_{0}^{t} \partial_{t} w\left(x_{0}, t-s\right) \mu(s) d s$,
where $w\left(x_{0}, 0\right)=f\left(x_{0}\right) \neq 0$.
$\Rightarrow$ Volterra equation of second kind
Theorem 2 Let $\Delta f \in L^{\infty}(\Omega)$. Then
$\|\mu\|_{L^{2}(0, T)} \leq C\left\|u\left(x_{0}, \cdot\right)\right\|_{H^{1}(0, T)}$.
3. Stability by monitor outside of source in
a special case: Let $f\left(x_{0}\right)=0$
Theorem 3 Let $n \leq 3$
$\Omega=\mathbb{R}^{n}, \mathcal{U}=\left\{\mu \in C[0, T] \mid\|\mu\|_{C[0, T]} \leq M\right.$,
$\mu$ changes signs at most $N$-times $\}$.
Let $f \geq 0, \equiv \equiv 0, f \in L^{2}\left(\mathbb{R}^{n}\right)$ and
let $p>\frac{4}{4-n}$.
Then $\forall \delta>0$, $\exists C>0$ such that
$\|\mu\|_{L^{p}(0, T)} \leq C\left\|u\left(x_{0}, \cdot\right)\right\|_{L^{1}(0, T+\delta)}^{1 / p^{N}}$ for all $\mu \in \mathcal{U}$.

Remark. For $n \geq 4$, we assume $f \in C^{\infty}\left(\mathbb{R}^{n}\right)$ and $p>1$.
B. Data $u(\cdot, T)$

Let supp $f \subset \subset \Omega, f \geq \mathbf{0}, \equiv \mathbf{0}$, $\mu$ analytic in $(0, \infty)$

Theorem 4 (uniqueness within analytic $\mu$ )
Let $u(\cdot, T)=0$ in $\overline{\Omega \backslash \operatorname{supp} f} \Longrightarrow$
$\mu \equiv 0$

Proof. $\partial_{t} u=\Delta u$ in $D:=\Omega \backslash \operatorname{supp} f$,
$u(\cdot, T)=0$ in $D$
$\mu$ : $t$-analytic $\Longrightarrow u(,, t)$ : analytic in $t>0$
$u(\cdot, T)=0$ in $D \Longrightarrow \partial_{t} u(\cdot, T)=0$ in $D \Longrightarrow \cdots$
$\Longrightarrow \partial_{t}^{m} u(\cdot, T)=0$ in $D$ for all $m$
By analyticity of $u$ in $t$, we have
$u \equiv 0$ in $D \times(0, \infty)$
$u\left(x_{0}, t\right)=0, \exists x_{0} \in D$ for $0<t<\infty \Longrightarrow$
$\int_{0}^{t} w\left(x_{0}, t-s\right) \mu(s) d s=0, t>0$
Laplace transform $\Longrightarrow \mu \equiv \mathbf{0}$

IP2. Determine $f(x)$
A. Data: $\left.u\right|_{\partial \Omega \times(0, T)}$

Key:
$\partial_{t} u=\Delta u+\mu(t) f(x), u(\cdot, 0)=0+$ B.C.
$\partial_{t} z=\Delta z, z(\cdot, 0)=f+$ B.C.
$\Longrightarrow u(x, t)=\int_{0}^{t} \mu(t-s) z(x, s) d s$

Theorem 5
Let $\mu(0) \neq 0, \Gamma \subset \partial \Omega$ : any subboundary
Then $u=0$ on $\Gamma \times(0, T) \Longrightarrow f=0$
Bad stability (logarithmic rate)
B. Data: $u(\cdot, T)$

Theorem 6
Let $\mu \geq \mathbf{0}, \neq \mathbf{0}$.
Then $u(\cdot, T)=0$ in $\Omega \Longrightarrow f=0$

Notation

$$
\begin{aligned}
\|f\|_{L^{2}(\Omega)} & =\left(\int_{\Omega}|f(x)|^{2} d x\right)^{1 / 2} \\
(f, g)= & \int_{\Omega} f(x) g(x) d x .
\end{aligned}
$$

Proof: $\boldsymbol{\lambda}_{n}$ : eigenvalue of $-\Delta$ with B.C.
including multiplicities
$\varphi_{n}$ : eigenfunction for $\lambda_{n},\left\|\varphi_{n}\right\|_{L^{2}(\Omega)}=1$. Then $u(x, t)=\sum_{n=1}^{\infty} \int_{0}^{t} e^{-\lambda_{n}(t-s)}\left(f, \varphi_{n}\right) \varphi_{n}(x) \mu(s) d s$
$u(\cdot, T)=0 \Longrightarrow$
$\sum_{n=1}^{\infty} e^{-\lambda_{n} T}\left(\int_{0}^{T} e^{\lambda_{n} s} \mu(s) d s\right)\left(f, \varphi_{n}\right) \varphi_{n}(x)$
$=0, x \in \Omega$.
$\mu \geq 0, \not \equiv 0 \Longrightarrow \int_{0}^{T} e^{\lambda_{n} s} \mu(s) d s \neq 0$
$\Longrightarrow\left(f, \varphi_{n}\right)=0$ for all $n \Longrightarrow f=0$

General $\mu(x, t)$ : Let $\mu(\cdot, \boldsymbol{T})>\mathbf{0}$ on $\overline{\mathbf{\Omega}}$.
Then IP $\Rightarrow$
$f=\frac{-\Delta u(, T)}{\mu(, T)}+K f$
Here $K: L^{2}(\Omega) \rightarrow L^{2}(\Omega)$ is compact
$\Rightarrow$ Fredholm equation of second kind

- uniqueness implies the well-posedness
- generic well-posedness in some parameters
( $\Leftarrow$ Analytic Fredholm perturbation theorem)


## 3. Inverse problem for <br> diffusion-refloating

- cesium-137
- Asian Dust (Yellow sand)
- pollen


## Field-data around Chernobyl and Fukushima

It is difficult to make long-term simulation of diffusion of cesium:
Consider wind and re-floating in each mesh (a few km X km)

cesium-237: ~ 30 years (half-life period)
$\Rightarrow$ serious effect to the health
Previous model for diffusion of density
$C_{1}(x, t)$ of cesium-137
$\partial_{t} C_{1}(x, t)=a \partial_{x} C_{1}-\lambda_{d e c} C_{1}$
Here $a$ : wind, $\lambda_{\text {dec }}$ : decay constant
$\Rightarrow$ not good matching
We must consider re-floating

## Model for diffusion-reloating

$C_{1}(x, t)$; density of cesium in the air
$C_{2}(x, t)$ : density of cesium on the ground $\lambda_{\text {down }}(t)$ : deposit rate of cesium in air to ground
$\lambda_{u p}(t)$ : re-floating rate of cesium on ground to air
$\partial_{t} C_{1}(x, t)=a \partial_{x} C_{1}-\lambda_{\text {dec }} C_{1}-\lambda_{\text {down }} C_{1}+\lambda_{u p} C_{2}$
$\partial_{t} C_{2}(x, t)=-\lambda_{\text {dec }} C_{2}+\lambda_{\text {down }} C_{1}-\lambda_{u p} C_{2}$
$\lambda_{u p}(t)$ : important for estimating interior exposure to radiation (i.e., from mouth into body)
risk of interior exposure >> risk of exterior exposure

Inverse problem
Determine $\lambda_{u p}(t)$ (and $\lambda_{\text {down }}(t)$ ).

## Empirical formula

$$
\lambda_{u p}(t) \sim t^{-4 / 3}
$$

Application: determine when explosion occurred

## Inverse problem

$\partial_{t} u_{k}=a \partial_{x} u_{k}-\left(\lambda_{k}(t)+b_{1}\right) u_{k}+\mu_{k}(t) v_{k}$,
$\partial_{t} v_{k}=\lambda_{k}(t) u_{k}-\left(\mu_{k}(t)+b_{0}\right) v_{k}$,

$$
0<x<L, 0<t<T, k=1,2,
$$

$u_{k}(x, 0), v_{k}(x, 0):$ given
Take difference
$u=u_{1}-u_{2}, v=v_{1}-v_{2}$,
$f=\lambda_{1}-\lambda_{2}, g=\mu_{1}-\mu_{2}$
$\longrightarrow$
$\partial_{t} u=a \partial_{x} u-\left(\lambda_{1}+b_{0}\right) u+\mu_{1} v-f(x) u_{2}+g(t) v_{2}$,
$\partial_{t} v=\lambda_{1} u-\left(\mu_{1}+b_{0}\right) v+f(x) u_{2}-g(t) v_{2}(x, t)$,
$u(x, 0)=v(x, 0)=0$

## Inverse problem:

Given $x_{0} \in(0, L)$, determine $f(t), g(t)$ by $u\left(x_{0}, t\right), v\left(x_{0}, t\right), 0<t<T$.

## Result I

$y_{1}, y_{2} \in(0, L)$ : given monitor points.
Assume
$\underset{ }{\operatorname{det}}\left(\begin{array}{ll}u_{2}\left(y_{1}, t\right) & u_{2}\left(y_{2}, t\right) \\ v_{2}\left(y_{1}, t\right) & v_{2}\left(y_{2}, t\right)\end{array}\right) \neq 0,0 \leq t \leq T$,
given $t_{0} \in(0, T), \exists C>0, \theta \in(0,1)$ s.t.
$\|f\|_{L^{2}\left(0, t_{0}\right)}+\|g\|_{L^{2}\left(0, t_{0}\right)}$
$\leq C\left(\sum_{k=1}^{2}\left\|u\left(y_{k}, \cdot\right)\right\|_{L^{2}(0, T)}+\left\|v\left(y_{k}, \cdot\right)\right\|_{L^{2}(0, T)}\right)^{\theta}$
under boundedness assumption on $f, g$.

## Result II

$y_{1} \in(0, L)$ : given monitor point. Assume
$v_{2}\left(y_{1}, t\right) \neq 0,0 \leq t \leq T$
given $t_{0} \in(0, T), \exists C>0, \theta \in(0,1)$ s.t.
$\|f\|_{L^{2}\left(0, t_{0}\right)} \leq$
$\left.C\left\|u\left(y_{1}, \cdot\right)\right\|_{L^{2}(0, T)}+\left\|v\left(y_{1}, \cdot\right)\right\|_{L^{2}(0, T)}\right)^{\theta}$
under boundedness assumption on $f, g$.

## Key to Proof

Carleman estimate:
$L^{2}$-weighted estimate with large parameter
Modification of methodology
by Bukhgeim-Klibanov (1981)

Same method for
Inverse Problem: $u\left(x_{0}, \cdot\right) \longrightarrow f(t)$
Here
$\partial_{t}^{2} u=\sum_{i, j=1}^{n} \partial_{i}\left(a_{i j}(x) \partial_{j} u\right)+f(t) R(x, t)$
$u, \partial_{t} u$ at $t=0$

## Concluding remarks

Inverse problems for risk management with
radiation contamination

- Theoretical: completed: various conditional stability
- Numerics: under work
- Laboratory experiment (e.g., wind tunnel test):
not yet
- Real data: not yet


# Inverse problems in Magnetic Resonance Imaging (MRI) 
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## 1. Introduction

MRI, magnetic resonance imaging, is one of medical techniques for taking cross-sectional images non-invasively. The scanner is non-radiative and can provide various kinds of bio-medical information, not only anatomical structure but functional information (metabolism, blood flow, brain activity, cell viability and so on, as shown in Fig.1). Because of these distinct advantages, MRI scanners have been spread many hospitals all over the world.

Like as another non-destructive scanners, the algorithm of MR image reconstruction is an inverse problem. Although the problem is known to be based on Fourier transfer (FT) in general, recent strong demands for scan time shortening push non-FT based image reconstruction. Here, I introduce reconstruction problems in MRI from principles to recent trend.


Fig. 1 MRI scanner and variety of MR images.

## 2. Principle of $M R I$

Principle of MRI is based on Nuclear Magnetic Resonance (NMR) phenomenon. NMR is one of resonance phenomena in which a mass of nulei in magnetic field resonates with an electromagnetic (EM) wave, like a tuning fork does with a sound wave. Although exact understanding of this phenomenon needs quantum physics, an intuitive explanation based on classical mechanics is possible as below.

When a mass of nuclei is in a static magnetic field, it is magnetized and a magnetization vector parallel to the magnetic field is produced. This vector resonates with an EM wave like a tuning fork (Fig.2).


Fig. 2 Like a tuning fork, MRI is based on a resonance effect (NMR effect).

A tuning fork has a resonance frequency because of its U-shape. Similarly, a magnetization vector also has because it is spinning, more precisely, it has an angular momentum. If the vector does not spin, an EM wave with any frequency works as a magnetic vibrator and the vector starts to vibrate with the same frequency. However, because of the low of conservation of angular momentum, the spinning vector is not effected by a magnetic vibrator in general and can be effected only by that whose frequency is the same as the angular frequency. This means that NMR phenomenon has a frequency selectivity property and its resonance frequency is known to be proportional to strength of the magnetic field $\mathbf{B}$, that is, the resonance frequency $\omega$ is given by

$$
\begin{equation*}
\omega=\gamma|\mathbf{B}| \tag{1}
\end{equation*}
$$

where $\gamma$ is so-called gyromagnetic ratio, a constant specific for each nucleus (for example, $4.26 \times 10^{7} \mathrm{~Hz} / \mathrm{T}$ for hydrogen nucleus, i.e., proton). Therefore, a specific nuclei can be "excited" with the corresponding resonance frequency. And, if there is linear magnetic field gradient, a slice or slab volume perpendicular to the gradient direction can be excited, that is, "slice-selection".

A difference between tuning fork and magnetization vector is that a vector effected by the magnetic vibration does not vibrate but precess like a spinning top (Fig.3), because of the spinning property. Then, when the spinning vector $\mathbf{M}$ is tilted from the rotation axis (parallel to $\mathbf{B}$ and conventionally it's set to Zaxis), the vector in precession has a rotating component $M_{x y}$ with rotating frequency of $\omega$, and the component causes an EM wave of which frequency is also $\omega$. This EM wave can be detected with a receiver antenna (so-called a receiver coil) before the vector goes back to its initial state. This is so-called NMR phenomenon and the detected signal is called NMR signal.


Fig. 3 A magnetization vector in static magnetic field precesses like a spinning top.
Since NMR signal is coherent (the precessions are synchronized), position information of the signal source must be encoded in order to reconstruct an image (= spatial distribution of the signal). Interestingly, the precession frequency (= frequency of the EM wave) can be changed by modifying the local magnetic field and this characteristic is applied to the encoding by using so-called a gradient coil.

Gradient coil, a hardware differentiating MRI from NMR, is consist of $\mathrm{X} / \mathrm{Y} / \mathrm{Z}$ coils producing linear magnetic field modulation along each direction (Fig.4). When the coefficients of produced linear modulation along each direction is $\mathbf{G}=(G x, G y, G z)$, the resultant magnetic field $\mathbf{B}(\mathbf{r})$ at position $\mathbf{r}$ is given by

$$
\begin{equation*}
\mathbf{B}(\mathbf{r})=\mathbf{B}_{0}+\mathbf{G} \cdot \mathbf{r} \tag{2}
\end{equation*}
$$

where $\mathbf{B}_{0}$ is the magnetic field strength at the origin of the MRI coordinate. Since the frequency of the NMR signal is proportional to local magnetic field as shown in eq. 1 , a linear gradient $\mathbf{G}$ being produced for $\Delta t$ causes relative phase modulation $\phi(\mathbf{r})$ given by

$$
\begin{equation*}
\phi(\mathbf{r})=2 \pi \gamma(\mathbf{G} \cdot \mathbf{r})_{\Delta t} \tag{3}
\end{equation*}
$$



Fig. 4 Gradient coil produces linear magnetic field modulations along three orthogonal directions and makes linear spatial modulation of precession frequency.


$$
S\left(k_{x}, k_{x}\right)=\iint I(x, y) \exp \left(2 \pi j \frac{k_{x} x+k_{y} y}{N}\right) d x d y
$$

Fig. 5 Spatial phase modulation and the corresponding time course of pulse gradients. Top row shows phase modulation changes without Y-gradient pulses and middle row does those with only single Y-gradient pulse.

As shown in bottom row, phase modulation can be controlled with numbers of gradient pulses in two directions, $\mathrm{k}_{\mathrm{x}}$ and $\mathrm{k}_{\mathrm{y}}$.

Now let's consider a rectangular solid region covering the target object centered at the origin. The three orthogonal unit vectors are $\mathbf{e}_{j}(j=1,2,3)$ and the corresponding length, number of voxels and gradient coefficients are $l_{j}, n_{j}$ and $g_{j}$ respectively, where they are satisfying

$$
\begin{equation*}
\gamma g_{j} l_{j} \Delta t=1 \quad(j=1,2,3) \tag{4}
\end{equation*}
$$

When three pulse gradient along the $\mathbf{e}_{j}$ directions are generated with the strengths of $k_{j} g_{j}$, the resultant relative phase shift is given by (Fig.5)

$$
\begin{align*}
\phi(\mathbf{r}, \mathbf{k}) & =2 \pi \gamma \Delta t \sum_{j=1}^{3} k_{j} g_{j}\left(\mathbf{e}_{j} \cdot \mathbf{r}\right) \\
& =2 \pi \sum_{j=1}^{3} \frac{k_{j}\left(\mathbf{e}_{j} \cdot \mathbf{r}\right)}{l_{j}} \tag{5}
\end{align*}
$$

Considering that a Cartesian coordinate $\mathbf{r}^{\prime}$ based on $\mathbf{e}_{j}$ gives $\mathbf{r}$ as

$$
\begin{equation*}
\mathbf{r}=\sum_{j=1}^{3} r_{j}^{\prime}\left(l_{j} / n_{j}\right) \mathbf{e}_{j} \tag{6}
\end{equation*}
$$

detected NMR signals are expressed by

$$
\begin{equation*}
S(\mathbf{k})=\iiint M_{x y}\left(\mathbf{r}^{\prime}\right) \exp \left\{2 \pi i \sum_{j=1}^{3} \frac{k_{j} r_{j}^{\prime}}{n_{j}}\right\} d r_{1}^{\prime} d r_{2}^{\prime} d r_{3}^{\prime} \tag{7}
\end{equation*}
$$

where $M_{x y}\left(\mathbf{r}^{\prime}\right)$ is the rotating component of the magnetization vector. This equation shows that NMR signal distribution $M_{x y}\left(\mathbf{r}^{\prime}\right)$ and detected signal $S(\mathbf{k})$ (this raw data volume is so-called " $k$-space") are linked with discrete Fourier transform (DFT) and so the MR image can be obtained by applying inverse DFT to the signal.

This is the principle of MR imaging and image reconstruction.


Fig. 6 K -space and time courses of gradient pulses in basic sequences. Generally k-space is filled line by line with changing strength of Y-gradient pulses and in each line scanning, to refocus spin phase at the center of the line, an inverted gradient pulse is applied just before data acquisition. Phase modulation patterns corresponding to k -space positions assigned by red circles are shown at the left side of k -space.

## 3. Recent non-FT reconstruction

Although DFT based reconstruction is a very easy solution in MRI, scan time for filling all of k-space is too long in clinical exams. Recent improvement of calculation speed allows non-FT based reconstruction algorithms based on sparsely sampled data for shortening scan time. And now there are mainly two ways, arbitrary trajectory method (or non-Cartesian method) [1] and parallel imaging [2].

Considering redundancy in MR images (for example, high correlation between neighboring pixel values, signal void in background region and so on), there can be some reconstruction algorithms based on sparsely sampled data, including data at non-integer $k_{j}$ point in k-space.

Since duration for measuring single data point in k-space is sufficiently shorter comparing with NMR signal decay, a handred to a few thousand of data points are measured successively after each excitation along a trajectory in k-space. Generally the trajectory is parallel to a side of the rectangular k-space, but in arbitrary trajectory method, various kind of sampling trajectories in k-space are adopted as shown Fig.7. These arbitrary trajectories are effective to reduce the number of data points in k-space without hamparing the reconstructed image.


Fig. 7 Various trajectories in k-space, conventional (left), radial (middle) and spiral (right).
In parallel imaging, inhomogeneous sensitivity distributions of receiver coils are utilized for additional spatial information. Generally, a large receiver coil covers large area with homogeneous sensitivity, but signal to noise ratio (SNR) is low. Therefore, to cover large area with maintaining sufficient SNR, a number of small coils (so-called phased-array coil) arranged to cover the target region are used (Fig.8).

In standard usage, an inhomogeneous image is reconstructed with each coil data and then all images are summed up to the final image. However, if the sensitivity map of each small coil is known, that is applicable as spatial information addition to that by the gradient based phase encoding explained in the previous section.

Although DFT can not be applied in these methods, these are still linear systems. Now let $\mathbf{m}$ be a vector of discretized $M_{x y}\left(\mathbf{r}^{\prime}\right)$ of which the size is $n_{I n_{2} n_{3}}$ and $\mathbf{s}$ be that of $S(\mathbf{k})$ of the size $n_{c} n_{k}$, where $n_{c}$ is the number of the receiver coils and $n_{k}$ is the number of the data points measured in the k -space. Then, the system is given by

$$
\begin{equation*}
\mathbf{s}=\mathbf{E m} \tag{8}
\end{equation*}
$$

where $\mathbf{E}$ is the $n_{c} n_{k} \times n_{1} n_{2} n_{3}$ matrix representing gradient and coil encoding, given by

$$
\begin{align*}
& E_{(q, p), \rho}=\exp \left\{2 \pi i\left(\mathbf{k}_{p} \cdot \overline{\mathbf{r}}_{\rho}^{\prime}\right)\right\} \cdot C_{q}\left(\overline{\mathbf{r}}_{\rho}^{\prime}\right)  \tag{9}\\
& \left(1 \leq q \leq n_{c}, 1 \leq p \leq n_{k}, 1 \leq \rho \leq n_{1} n_{2} n_{3}\right)
\end{align*}
$$

where $\mathbf{k}_{p}$ is the $p$-th position of the measured data point in the k -space, $\mathbf{r}_{\rho}^{\prime}$ is the normalized $\rho$-th voxel position $\bar{r}_{\rho_{j}}^{\prime}=r_{\rho_{j}}^{\prime} / n_{j}$ and $C_{q}\left(\overline{\mathbf{r}}_{\rho}^{\prime}\right)$ is the complex sensitivity of the $q$-th coil.

The image reconstruction is the inverse problem of Eq.8. Since often $n_{c} n_{k}$ exceeds $n_{1} n_{2} n_{3}$, this inverse problem is underdetermined so that additional constraints, like noise level optimization, are necessary. And because of the large matrix size and necessity for rapid reconstruction in clinical exams, this is solved with iterative ways based on the conjugate gradient [1] or recently compressed sensing approaches [3,4].


Fig. 8 Two reciver coil system and inhomogeous images obtained from individual coils. (From fig. 5 in ref. 2)

## 4. Discussion

Image reconstruction algorithms in MRI including recent non-FT ones are described. As shown, they are basically linear systems and so many techniques have been proposed. However, the non-FT based algorithms are based on iterative ways with optimization and, that means, resultant images depend on the energy function of the optimization algorithm. Considering that clinically it is important that a contrast should be imaged if it exists and that it should not if it does not, these solutions are intuitively problematic because the best energy function is unknown and because there is no guarantee on the importance.

Another recent interesting trials are ones using non-linear gradient coils. A linear gradient is necessary for a FT-based reconstruction, but it is not for non-FT based one and the trials with non-linear gradients are expected that potentially they have some advantages [5-7].

Although almost all of reconstruction algorithms in MRI are also linear systems, it must be considerably useful if there are analytical solutions of them.
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# A numerical method for an inverse source problem for a scalar wave equation without optimisation procedures 
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## 1 Introduction

Many important problems in engineering and sciences can be formulated as inverse problems for partial differential equations. In practical applications of inverse problems, studies for numerical methods are very important as well as studies for theoretical uniqueness and stability. Most of numerical studies for inverse problems apply optimisation procedures to solve the problem. Such approaches have some merits, for an example, we can apply well-established solver for partial differential equations and optimisation problems. However, they have also demerits. For an example, they are usually expensive because we have to solve partial differential equations many times iteratively.

Since 1990s, some researchers started to study the "reconstruction formula" for the solution of inverse problems without optimisation procedures. Such studies are developed for inverse scattering problems and inverse source problems, and give successful results. (For inverse scattering problems, see Ikehata[3, 4], Kirsch[5], and Potthast[11], and for inverse source problems, see El-Badia[1, 2], Nara $[7,8]$, and our papers $[6,10,9,12]$.) In this paper, we discuss an inverse source problem for a wave equation, and propose a numerical method for the problem without optimisation procedures.

## 2 Problem formulation

Let $u$ be the solution of the following initial- and boundary-value problem for a three-dimensional scalar wave equation:

$$
\begin{align*}
& \frac{1}{c^{2}} \frac{\partial^{2} u}{\partial t^{2}}(\boldsymbol{x}, t)-\Delta u(\boldsymbol{x}, t)=F(\boldsymbol{x}, t), \quad \boldsymbol{x}=\left(x_{1}, x_{2}, x_{3}\right) \in \Omega, t \in(0, T)  \tag{1}\\
& u(\boldsymbol{x}, 0)=0, \quad \boldsymbol{x} \in \Omega  \tag{2}\\
& \frac{\partial u}{\partial t}(\boldsymbol{x}, 0)=0, \quad \boldsymbol{x} \in \Omega  \tag{3}\\
& u(\boldsymbol{x}, t)=0, \quad \boldsymbol{x} \in \Gamma, t \in(0, T) \tag{4}
\end{align*}
$$

where $\Omega \subset \mathbb{R}^{3}$ is a simply connected domain with smooth boundary $\Gamma, c(>0)$ denotes the wave propagation speed, $F(\boldsymbol{x}, t)$ is an unknown wave source, and $T>2 \cdot \operatorname{diam}(\Omega) / c$. We consider the problem to estimate unknown source term $F(\boldsymbol{x}, t)$ from observations of the normal derivative of the solution $u$ on $\Gamma$ given by

$$
\begin{equation*}
\phi(\boldsymbol{x}, t)=\frac{\partial u}{\partial \nu}(\boldsymbol{x}, t), \quad \boldsymbol{x} \in \Gamma, t \in(0, T) \tag{5}
\end{equation*}
$$

In this paper, we assume that the source term $F(\boldsymbol{x}, t)$ is expressed by multiple moving point sources as follows:

$$
\begin{equation*}
F(\boldsymbol{x}, t)=\sum_{m=1}^{M} \lambda_{m}(t) \delta \boldsymbol{p}_{m}(t)(\boldsymbol{x}) \tag{6}
\end{equation*}
$$

Here, $M$ is the number of wave sources, $\boldsymbol{p}_{m}(\cdot)=\left(p_{m, 1}(\cdot), p_{m, 2}(\cdot), p_{m, 3}(\cdot)\right) \in C^{2}([0, T] ; \Omega)$ and $\lambda_{m}(\cdot) \in C^{1}(0, T)$ denote the location and magnitude of $m$-th wave source, and $\delta \boldsymbol{p}_{m}$ is the threedimensional Dirac's delta distribution at $\boldsymbol{p}_{m}$. We assume that $\boldsymbol{p}_{m}(t) \neq \boldsymbol{p}_{m^{\prime}}(t)$ at every instance $t$
if $m \neq m^{\prime}$, and $\left|\dot{\boldsymbol{p}}_{m}(t)\right|<c$, where $\dot{\boldsymbol{p}}_{m}(t)$ is the time-derivative of $\boldsymbol{p}_{m}(t)$. In this case, our problem becomes to estimate the number $M$, locations $\boldsymbol{p}_{m}(t)$ and magnitudes $\lambda_{m}(t)$ of point sources from $\phi(\boldsymbol{x}, t)$.


Figure 1: An inverse source problem for a scaler wave equation with moving point sources.

## 3 Reconstruction of wave sources

In this section, we discuss a reconstruction of unknown wave sources without optimisation procedures. Our method is based on the concept of reciprocity gap, and so we first introduce the reciprocity gap functional for scalar wave equations.

Let $\mathcal{W}$ be a class of complex-valued functions $v \in H^{2}\left((0, T) ; H^{2}(\Omega)\right)$ that satisfy the homogeneous wave equation:

$$
\frac{1}{c^{2}} \frac{\partial^{2} v}{\partial t^{2}}(\boldsymbol{x}, t)-\Delta v(\boldsymbol{x}, t)=0, \boldsymbol{x} \in \Omega, t \in(0, T)
$$

The reciprocity gap functional $\mathcal{R}(\cdot)$ for scalar wave equation is the linear functional on $\mathcal{W}$ defined by

$$
\begin{align*}
\mathcal{R}(v) \equiv & -\int_{0}^{T} \int_{\Gamma} \phi(\boldsymbol{x}, t) v(\boldsymbol{x}, t) d S(\boldsymbol{x}) d t+\frac{1}{c^{2}} \int_{\Omega} \frac{\partial u}{\partial t}(\boldsymbol{x}, T) v(\boldsymbol{x}, T) d V(\boldsymbol{x}) \\
& -\frac{1}{c^{2}} \int_{\Omega} u(\boldsymbol{x}, T) \frac{\partial v}{\partial t}(\boldsymbol{x}, T) d V(\boldsymbol{x}) \tag{7}
\end{align*}
$$

where $u \in C^{1}\left((0, T) ; L^{2}(\Omega)\right) \cap C^{0}\left([0, T] ; L^{2}(\Omega)\right)$ is a weak solution of the initial- and boundary-value
problem (1)-(4) in the sense where

$$
\begin{align*}
& \frac{1}{c^{2}} \int_{\Omega} \frac{\partial u}{\partial t}(\boldsymbol{x}, T) v(\boldsymbol{x}, T) d V(\boldsymbol{x})-\frac{1}{c^{2}} \int_{\Omega} u(\boldsymbol{x}, T) \frac{\partial v}{\partial t}(\boldsymbol{x}, T) d V(\boldsymbol{x})-\int_{0}^{T} \int_{\Gamma} \frac{\partial u}{\partial \nu}(\boldsymbol{x}, t) v(\boldsymbol{x}, t) d S(\boldsymbol{x}) d t \\
& \quad+\int_{0}^{T} \int_{\Omega} u(\boldsymbol{x}, t)\left(\frac{1}{c^{2}} \frac{\partial^{2} v}{\partial t^{2}}(\boldsymbol{x}, t)-\Delta v(\boldsymbol{x}, t)\right) d V(\boldsymbol{x}) d t \\
& =\int_{0}^{T} \int_{\Omega} F(\boldsymbol{x}, t) v(\boldsymbol{x}, t) d V(\boldsymbol{x}) d t, \tag{8}
\end{align*}
$$

for any $v \in H^{2}\left((0, T) ; H^{2}(\Omega)\right)$, and $\phi$ is the observation data defined by (5). From (7) and (8), we can establish the following relation between $\mathcal{R}(v)$ and the source term $F(\boldsymbol{x}, t)$ :

$$
\begin{equation*}
\mathcal{R}(v)=\int_{0}^{T} \int_{\Omega} F(\boldsymbol{x}, t) v(\boldsymbol{x}, t) d V(\boldsymbol{x}) d t . \tag{9}
\end{equation*}
$$

The equation (9) shows that the reciprocity gap functional $\mathcal{R}(v)$ gives some information on the source term $F(\boldsymbol{x}, t)$, and we may reconstruct unknown source term from $\mathcal{R}(v)$ with suitable choice of functions $v \in \mathcal{W}$. In the case where the source term $F(\boldsymbol{x}, t)$ is expressed by (6), we note that $\mathcal{R}(v)$ is rewritten as follows :

$$
\mathcal{R}(v)=\sum_{m=1}^{M} \int_{0}^{T} \lambda_{m}(t) v\left(\boldsymbol{p}_{m}(t), t\right) d t .
$$

Now, we consider a choice of $v \in \mathcal{W}$ for the reconstruction of moving wave sources. We use the following three sequences of functions in $\mathcal{W}$ with two positive parameters $\tau$ and $\varepsilon$ :

$$
\begin{aligned}
f_{n}(\boldsymbol{x}, t ; \tau, \varepsilon)= & \rho_{\varepsilon}\left(t+\frac{x_{3}}{c}-\tau\right)\left(x_{1}+\mathrm{i} x_{2}\right)^{n}, \quad n=0,1,2,3, \cdots, \\
g_{n}(\boldsymbol{x}, t ; \tau, \varepsilon)= & -\frac{\partial}{\partial t} f_{n}(\boldsymbol{x}, t ; \tau, \varepsilon), \quad n=0,1,2,3, \cdots, \\
h_{n}(\boldsymbol{x}, t ; \tau, \varepsilon)= & x_{3}\left(\frac{\partial}{\partial x_{1}}-\mathrm{i} \frac{\partial}{\partial x_{2}}\right) f_{n}(\boldsymbol{x}, t ; \tau, \varepsilon)-\left(x_{1}-\mathrm{i} x_{2}\right) \frac{\partial}{\partial x_{3}} f_{n}(\boldsymbol{x}, t ; \tau, \varepsilon), \\
& n=1,2,3, \cdots,
\end{aligned}
$$

where $\rho_{\varepsilon} \in C_{0}^{\infty}(\mathbb{R})$ denotes the mollifier function that satisfies supp $\rho_{\varepsilon} \subset[-\varepsilon, \varepsilon]$ and $\int_{\mathbb{R}} \rho_{\varepsilon}(s) d s=1$. We note that these functions are also introduced for the reconstruction of fixed point wave sources in our previous paper[10].

First, we show the identification of the number $M$ of wave sources, and the reconstruction of parameters $p_{m, 1}(\boldsymbol{x}, t)$ and $p_{m, 2}(\boldsymbol{x}, t)$. Suppose that $\varepsilon \ll 1$, then we obtain the following estimate for $\mathcal{R}\left(f_{n}\right)$ :

$$
\begin{align*}
\mathcal{R}\left(f_{n}\right)(\tau, \varepsilon) & =\sum_{m=1}^{M} \xi_{m}\left(t_{m}(\tau)\right) \lambda_{m}\left(t_{m}(\tau)\right)\left(p_{m, 1}\left(t_{m}(\tau)\right)+\mathrm{i} p_{m, 2}\left(t_{m}(\tau)\right)\right)^{n}+O(\varepsilon) \\
& =\sum_{m=1}^{M} \widetilde{\lambda_{m}}\left(t_{m}(\tau)\right)\left(z_{m}\left(t_{m}(\tau)\right)\right)^{n}+O(\varepsilon), \quad n=0,1,2, \cdots, \tag{10}
\end{align*}
$$

where

$$
\begin{aligned}
\widetilde{\lambda_{m}}(t) & \equiv \xi_{m}(t) \lambda_{m}(t), \quad m=1,2, \cdots, M \\
z_{m}(t) & \equiv p_{m, 1}(t)+\mathrm{i} p_{m, 2}(t), \quad m=1,2, \cdots, M \\
\xi_{m}(t) & \equiv \frac{1}{1+\frac{\dot{p}_{m, 3}(t)}{c}}, \quad m=1,2, \cdots, M
\end{aligned}
$$

and $t_{m}(\tau)$ is the solution of the nonlinear equation

$$
t_{m}(\tau)+\frac{p_{m, 3}\left(t_{m}(\tau)\right)}{c}=\tau, \quad m=1,2, \cdots, M
$$

Since $|\dot{\boldsymbol{p}}(t)|<c, t_{m}(\tau)$ is uniquely determined for each $\tau$.
For every $\tau$, let $M(\tau)$ be the number of point sources such that $\lambda_{m}\left(t_{m}(\tau)\right) \neq 0$, and suppose that $\lambda_{m}\left(t_{m}(\tau)\right) \neq 0$ for $m=1,2, \cdots, M(\tau)$. We define $L \times L$-matrices

$$
H_{L, \mu}(\tau, \varepsilon)=\left(\begin{array}{cccc}
\mathcal{R}\left(f_{\mu}\right) & \mathcal{R}\left(f_{\mu+1}\right) & \cdots & \mathcal{R}\left(f_{\mu+L-1}\right) \\
\mathcal{R}\left(f_{\mu+1}\right) & \mathcal{R}\left(f_{\mu+2}\right) & \cdots & \mathcal{R}\left(f_{\mu+L}\right) \\
\vdots & \vdots & \ddots & \vdots \\
\mathcal{R}\left(f_{\mu+L-1}\right) & \mathcal{R}\left(f_{\mu+L}\right) & \cdots & \mathcal{R}\left(f_{\mu+2 L-2}\right)
\end{array}\right), \quad \mu=0,1
$$

where $\mathcal{R}\left(f_{\mu}\right)=\mathcal{R}\left(f_{\mu}\right)(\tau, \varepsilon)$. Neglecting $O(\varepsilon)$ term in (10), we can identify $M(\tau)$ as the maximum integer $L$ such that $\operatorname{det} H_{L, 0}(\tau, \varepsilon) \neq 0$, and reconstruct $z_{m}\left(t_{m}(\tau)\right), m=1,2, \cdots, M(\tau)$ as eigenvalues of $H_{M(\tau), 0}^{-1} H_{M(\tau), 1}[1,7]$. Suppose that $z_{m}\left(t_{m}(\tau)\right) \neq z_{m^{\prime}}\left(t_{m^{\prime}}(\tau)\right)$ if $m \neq m^{\prime}$, then we can also estimate $\widetilde{\lambda_{m}}\left(t_{m}(\tau)\right), m=1,2, \cdots, M(\tau)$ as a solution of the system of linear equations (10) for $n=0,1,2, \cdots, M(\tau)-1$.

Next, we consider the reconstruction of $p_{m, 3}\left(t_{m}(\tau)\right), m=1,2, \cdots, M(\tau)$. For this purpose, we use two kinds of reciprocity gap functionals $\mathcal{R}\left(g_{n}\right)$ and $\mathcal{R}\left(h_{n}\right)$. In these reciprocity gap functionals, $\mathcal{R}\left(g_{n}\right)$ are used for the identification of some working variables in the reconstruction of $p_{m, 3}\left(t_{m}(\tau)\right)$.

Suppose that $\varepsilon \ll 1$, then we obtain the following estimate for $\mathcal{R}\left(g_{n}\right)$ :

$$
\left.\left.\begin{array}{rl}
\mathcal{R}\left(g_{n}\right)(\tau, \varepsilon) & =\sum_{m=1}^{M(\tau)}\left(\xi_{m}\left(t_{m}(\tau)\right)\right)^{2}\left(\dot{\lambda}_{m}\left(t_{m}(\tau)\right)-\xi_{m}\left(t_{m}(\tau)\right) \lambda_{m}\left(t_{m}(\tau)\right)^{\ddot{p}_{m, 3}\left(t_{m}(\tau)\right)}\right. \\
c
\end{array}\right)\left(z_{m}\left(t_{m}(\tau)\right)\right)^{n}\right)
$$

Let

$$
\begin{aligned}
& b_{m}\left(t_{m}(\tau)\right) \equiv\left(\xi_{m}\left(t_{m}(\tau)\right)\right)^{2}\left(\dot{\lambda}_{m}\left(t_{m}(\tau)\right)-\xi_{m}\left(t_{m}(\tau)\right) \lambda_{m}\left(t_{m}(\tau)\right) \frac{\ddot{p}_{m, 3}\left(t_{m}(\tau)\right)}{c}\right) \\
& m=1,2, \cdots, M(\tau) \\
& c_{m}\left(t_{m}(\tau)\right) \equiv \lambda_{m}\left(t_{m}(\tau)\right)\left(\xi_{m}\left(t_{m}(\tau)\right)\right)^{2} \dot{z}_{m}\left(t_{m}(\tau)\right), \quad m=1,2, \cdots, M(\tau)
\end{aligned}
$$

and consider complex vectors

$$
\boldsymbol{b}(\tau) \equiv\left(\begin{array}{c}
b_{1} \\
b_{2} \\
\vdots \\
b_{M(\tau)}
\end{array}\right) \in \mathbb{C}^{M(\tau)}, \quad \boldsymbol{c}(\tau) \equiv\left(\begin{array}{c}
c_{1} \\
c_{2} \\
\vdots \\
c_{M(\tau)}
\end{array}\right) \in \mathbb{C}^{M(\tau)}, \quad \boldsymbol{r}(\tau) \equiv\left(\begin{array}{c}
\mathcal{R}\left(g_{1}\right) \\
\mathcal{R}\left(g_{2}\right) \\
\vdots \\
\mathcal{R}\left(g_{M(\tau)}\right)
\end{array}\right) \in \mathbb{C}^{2 M(\tau)}
$$

where $b_{m} \equiv b_{m}\left(t_{m}(\tau)\right), c_{m} \equiv c_{m}\left(t_{m}(\tau)\right)$, and $\mathcal{R}\left(g_{m}\right) \equiv \mathcal{R}\left(g_{m}\right)\left(t_{m}(\tau)\right)$ for $m=1,2, \cdots, M(\tau)$. Also we consider $2 M(\tau) \times M(\tau)$-matrices
where $z_{m} \equiv z_{m}\left(t_{m}(\tau)\right)$. Then, neglecting $O(\varepsilon)$ term in (11), we obtain the following linear equation for $\boldsymbol{b}(\tau)$ and $\boldsymbol{c}(\tau)$ :

$$
\left(\begin{array}{ll}
A_{L}(\tau) & A_{R}(\tau) \tag{12}
\end{array}\right)\binom{\boldsymbol{b}(\tau)}{\boldsymbol{c}(\tau)}=\boldsymbol{r}(\tau)
$$

Assume that $z_{m}\left(t_{m}(\tau)\right) \neq z_{m^{\prime}}\left(t_{m^{\prime}}(\tau)\right)$ for $m \neq m^{\prime}$, then $\operatorname{det}\left(A_{L}(\tau) \quad A_{R}(\tau)\right)$ does not vanish, and we can obtain $\boldsymbol{b}(\tau)$ and $\boldsymbol{c}(\tau)$ uniquely.

Now, we reconstruct the parameter $p_{m, 3}\left(t_{m}(\tau)\right), m=1,2, \cdots, M(\tau)$ using reciprocity gap functional $\mathcal{R}\left(h_{n}\right)$. Under the same assumption for the derivation of equation (10), we obtain the following estimate for $\mathcal{R}\left(h_{n}\right)$ :

$$
\begin{align*}
\mathcal{R}\left(h_{n}\right)(\tau, \varepsilon)= & 2 n \sum_{m=1}^{M} p_{m, 3}\left(t_{m}(\tau)\right) \xi_{m}\left(t_{m}(\tau)\right) \lambda_{m}\left(t_{m}(\tau)\right)\left(z_{m}\left(t_{m}(\tau)\right)\right)^{n-1} \\
+ & \frac{1}{c} \sum_{m=1}^{M}\left(\xi_{m}\left(t_{m}(\tau)\right)\right)^{2}\left(\dot{\lambda}_{m}\left(t_{m}(\tau)\right)-\xi_{m}\left(t_{m}(\tau)\right) \lambda_{m}\left(t_{m}(\tau)\right) \frac{\ddot{p}_{m, 3}\left(t_{m}(\tau)\right)}{c}\right) \\
& \times \overline{z_{m}\left(t_{m}(\tau)\right)}\left(z_{m}\left(t_{m}(\tau)\right)\right)^{n} \\
+ & \frac{1}{c} \sum_{m=1}^{M}\left(\xi_{m}\left(t_{m}(\tau)\right)\right)^{2} \lambda_{m}\left(t_{m}(\tau)\right) \overline{\dot{z}_{m}\left(t_{m}(\tau)\right)}\left(z_{m}\left(t_{m}(\tau)\right)\right)^{n} \\
+ & \frac{n}{c} \sum_{m=1}^{M}\left(\xi_{m}\left(t_{m}(\tau)\right)\right)^{2} \lambda_{m}\left(t_{m}(\tau)\right) \dot{z}_{m}\left(t_{m}(\tau)\right) \overline{z_{m}\left(t_{m}(\tau)\right)}\left(z_{m}\left(t_{m}(\tau)\right)\right)^{n-1} \\
+ & O(\varepsilon), \\
= & 2 n \sum_{m=1}^{M} p_{m, 3}\left(t_{m}(\tau)\right) \widetilde{\lambda_{m}\left(t_{m}(\tau)\right)\left(z_{m}\left(t_{m}(\tau)\right)\right)^{n-1}} \\
+ & \frac{1}{c} \sum_{m=1}^{M} b_{m}\left(t_{m}(\tau)\right) \overline{z_{m}\left(t_{m}(\tau)\right)}\left(z_{m}\left(t_{m}(\tau)\right)\right)^{n} \\
+ & \frac{1}{c} \sum_{m=1}^{M} \overline{c_{m}\left(t_{m}(\tau)\right)}\left(z_{m}\left(t_{m}(\tau)\right)\right)^{n}+\frac{n}{c} \sum_{m=1}^{M} c_{m}\left(t_{m}(\tau)\right) \overline{z_{m}\left(t_{m}(\tau)\right)}\left(z_{m}\left(t_{m}(\tau)\right)\right)^{n-1} \\
& +O(\varepsilon) \tag{13}
\end{align*}
$$

Since we have already identified $M(\tau)$, and $z_{m}\left(t_{m}(\tau)\right), \widetilde{\lambda_{m}}\left(t_{m}(\tau)\right), b_{m}\left(t_{m}(\tau)\right), c_{m}\left(t_{m}(\tau)\right)$ for $m=$ $1,2, \cdots, M(\tau)$, only $p_{m, 3}\left(t_{m}(\tau)\right), m=1,2, \cdots, M(\tau)$ are unknown in (13). Let

$$
q_{m}\left(t_{m}(\tau)\right) \equiv \widetilde{\lambda_{m}}\left(t_{m}(\tau)\right) p_{m, 3}\left(t_{m}(\tau)\right), m=1,2, \cdots, M(\tau)
$$

and

$$
\begin{aligned}
s_{n}(\tau) & \equiv \frac{1}{c} \sum_{m=1}^{M} b_{m}\left(t_{m}(\tau)\right) \overline{z_{m}\left(t_{m}(\tau)\right)}\left(z_{m}\left(t_{m}(\tau)\right)\right)^{n} \\
& +\frac{1}{c} \sum_{m=1}^{M} \overline{c_{m}\left(t_{m}(\tau)\right)}\left(z_{m}\left(t_{m}(\tau)\right)\right)^{n}+\frac{n}{c} \sum_{m=1}^{M} c_{m}\left(t_{m}(\tau)\right) \overline{z_{m}\left(t_{m}(\tau)\right)}\left(z_{m}\left(t_{m}(\tau)\right)\right)^{n-1}
\end{aligned}
$$

then, we can rewrite (13) as

$$
\begin{equation*}
\mathcal{R}\left(h_{n}\right)(\tau, \varepsilon)-s_{n}\left(t_{m}(\tau)\right)=2 n \sum_{m=1}^{M(\tau)} q_{m}\left(t_{m}(\tau)\right)\left(z_{m}\left(t_{m}(\tau)\right)\right)^{n-1}+O(\varepsilon), \quad n=1,2, \cdots \tag{14}
\end{equation*}
$$

Assume that $z_{m}\left(t_{m}(\tau)\right) \neq z_{m^{\prime}}\left(t_{m^{\prime}}(\tau)\right)$ for $m \neq m^{\prime}$, and neglecting $O(\varepsilon)$ term, we can solve equation (14) for $q_{m}\left(t_{m}(\tau)\right)$ uniquely. Then $p_{m, 3}\left(t_{m}(\tau)\right)$ can be reconstructed by

$$
p_{m, 3}\left(t_{m}(\tau)\right)=\frac{q_{m}\left(t_{m}(\tau)\right)}{\widetilde{\lambda_{m}}\left(t_{m}(\tau)\right)}, \quad m=1,2, \cdots, M(\tau)
$$

Finally, we estimate $\dot{p}_{m, 3}\left(t_{m}(\tau)\right)$ with a suitable numerical differentiation method, and we can reconstruct $\lambda_{m}\left(t_{m}(\tau)\right)$ by

$$
\lambda_{m}\left(t_{m}(\tau)\right)=\frac{\widetilde{\lambda_{m}}\left(t_{m}(\tau)\right)}{\xi_{m}\left(t_{m}(\tau)\right)}=\widetilde{\lambda_{m}}\left(t_{m}(\tau)\right)\left(1+\frac{\dot{p}_{m, 3}\left(t_{m}(\tau)\right)}{c}\right), \quad m=1,2, \cdots, M(\tau)
$$

## 4 Numerical Experiments

In this section, we show a numerical experiment for our reconstruction method. We consider the case where $\Omega$ is the unit ball $\{\boldsymbol{x}||\boldsymbol{x}|=1\}$, and set the wave propagation speed $c=1$. Unknown wave source consists of two point wave sources given by

## Wave source 1:

$$
\begin{aligned}
& \boldsymbol{p}_{1}(t)=(0.5 \cos (0.2 t), 0.2 \sin (0.2 t), 0.2 \sin (0.45 t)), \\
& \lambda_{1}(t)=\frac{1}{2} \sin \frac{\pi}{9} t,
\end{aligned}
$$

## Wave source 2:

$$
\begin{aligned}
& \boldsymbol{p}_{2}(t)=(r(t) \cos \theta(t), r(t) \sin \theta(t) \cos (0.7 \pi), r(t) \sin \theta(t) \sin (0.7 \pi)), \\
& \theta(t)=\left(2 \pi-2 \theta_{0}\right) t / 50+\theta_{0},\left(\theta_{0}=\cos ^{-1} 0.6875\right), \\
& r(t)=0.25 /(1.0-\cos (\theta(t))), \\
& \lambda_{2}(t)= \begin{cases}1.0-\cos (2 \pi(t-5.0) / 19.5)) & 5.0 \leq t \leq 24.5, \\
0 & \text { others. }\end{cases}
\end{aligned}
$$

We show the profile of locations $\boldsymbol{p}_{m}\left(t_{m}(\tau)\right)$ and magnitudes $\widetilde{\lambda_{m}}\left(t_{m}(\tau)\right)$ as blue lines in Figures 2 and 3 . To give the observation data $\phi$, we solve the initial- and boundary-value problem (1)-(4) numerically using the boundary integral equation method, and compute $\phi=\frac{\partial u}{\partial \nu}$ and 386 points on $\Gamma$. We numerically add $0.1 \%$ noise to the observations $\phi$ to simulate a practical observation situation. In the computation of reciprocity gap functionals $\mathcal{R}\left(f_{n}\right), \mathcal{R}\left(g_{n}\right)$ and $\mathcal{R}\left(g_{n}\right)$, we apply the trapezoidal rule with respect to the longitude axis, and the Gauss-Legangdre formula with respect to the latitude axis.

We show the estimation results of locations $\boldsymbol{p}_{m}\left(t_{m}(\tau)\right)$ and magnitudes $\widetilde{\lambda_{m}}\left(t_{m}(\tau)\right)$ of wave sources 1 and 2 as red lines in Figures 2 and 3, respectively. For the wave source 1, both of the location and magnitude are estimated well in the whole interval $[0,40]$. For the wave source 2, the estimation result becomes bad when the source starts up $(\tau \sim 6)$ and vanishes ( $\tau \sim 24$ ), however, the result is very good in the interval $7 \leq \tau \leq 20$. From these results, we consider that our method gives good estimates for locations and magnitudes of unknown wave sources.

## 5 Conclusions

In this paper, we discuss a numerical method for an inverse source problem for three-dimensional scalar wave equations. We assume that the source term is expressed by multiple point wave sources, and they move around in the known domain. For the problem, we propose a method based on the concept of reciprocity gap without optimisation procedures. We examine our method by a numerical experiment with two wave sources, and show that our method gives a good estimation of the sources under noisy observation conditions. We have some further works for our method, for examples, application to limited aperture cases, and to practical problems.
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Figure 2: Estimation results for wave source 1


Figure 3: Estimation results for wave source 2

# An inverse problem to detect an inclusion in a homogeneous medium by the Dirichlet to Dirichlet data for the heat equation 

Takashi TAKIGUCHI* and Ryusei YAMASHITA


#### Abstract

We discuss an inverse problem to detect an inclusion in a homogeneous medium. For this problem, application of the X-ray tomography being well studied, several problems are pointed out, such as harmful influence of the X-ray on the human body, the expensive cost of the industrial computerized tomography and so on. In this paper, we discuss another approach to this problem where we try to apply the heat conduction to detect an inclusion in a homogeneous medium.
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## 1 Introduction

In this paper, we discuss an inverse problem to detect an inclusion in a homogeneous medium. An approach to this problem, the application of the X-ray is being studied, where the reconstruction is performed to reconstruct the object, by its section by section. As examples of application of the X-ray tomography, the following problems of nondestructive testing are under investigation.
(a) Non-destructive testing for mixed materials of the two kinds
(b) Non-destructive testing for the fuel tank of the rockets
(c) Non-destructive testing for die casting of the aluminium

The problem (a) arose from the development of the three dimensional CAD system which enables us to describe the inner structure of the pillars and the walls in the buildings. In this problem, it is necessary to investigate the internal structure of the pillars consisted of the steel and the aluminium, which is not clear from their production process. It seems that it is not difficult to understand the motivation to study problems (b) and (c), which are typical problems in non-destructive testing.

[^1]For the time being, the same algorithm as the computerized tomography (CT) is applied to all of the problems, (a), (b) and (c). Since the objects in these problems are much simpler than the interior structure of the human body, it is expected to reduce the X-ray data for the reconstruction of the object. This problem is closely related to the geometric tomography and there are many studies on it both in the viewpoint of theory and in the viewpoint of application. For example, confer $[1,8,9]$ for the results in the viewpoint of theory and $[2,11,12,13]$ for the studies in the viewpoint of practical application. Unfortunately, the results mentioned above are not still satisfactory for practical application in view of the following points.

- In the case where we project parallel beams of the X-ray from two directions, we can classify the shape of the inclusions into the two classes, one is the uniquely determined ones by these data and the other is non-uniquely determined one ( $[8,9$, $11])$. For the unique class, reconstruction formulas $([8,11])$ are given and we gave further studies, treatment of the errors, construction of a reconstruction algorithm and its implementation by computers and so on, satisfactory for practical application $([2,11])$. It is, however, proved that there are very few sets reconstructed by this method ([12]) and it is not known how to find the exact two directions for the reconstruction for the uniquely reconstructed sets, even if they exist. In addition to them, since they apply cone beams of the X-ray in most industrial CT devices, we have to develop the counterpart of the above theory for the cone beams.
- For general inclusions, the exact data of the beams of the X-ray for the reconstruction are not known. Needless to say their reconstruction methods, treatment of the errors, construction of an approximate reconstruction algorithm, its implementation by computers and so on.
There are other problems of the use of the X-ray tomography.
(d) The cost of the testing is very expensive if we apply the X-ray tomography.
(e) We cannot ignore harmful influence of the X-ray on the human body.

In order to solve the problems (d) and (e), we try another approach. We study to detect an inclusion in a homogeneous medium applying the heat. It was M.Ikehata and M.Kawashita $[3,4,5,6]$ who developed the study began to study to detect an inclusion in a homogeneous medium applying the heat. They studied the following problem.
Problem 1.1. Let $\Omega$ be a bounded domain of $\mathbb{R}^{n}$, $n=2,3$, with smooth boundary. Let $D$ be an open subset of $\Omega$ with smooth boundary and satisfy that $\bar{D} \subset \Omega$ and $\Omega \backslash D$ is connected. We denote the unit outward normal vectors to $\partial \Omega$ and $\partial D$ by the same symbol $\nu$. Let $T>0$ be an arbitrary. Given $f=f(x, t),(x, t) \in \partial \Omega \times(0, T)$, let $u=u(x, t)$ be the solution of the initial boundary value problem for the heat equation

$$
\left\{\begin{array}{l}
\partial_{t} u-\Delta u=0 \quad \text { in }(\Omega \backslash D) \times(0, T)  \tag{1}\\
\partial_{\nu} u=0 \quad \text { on } \partial D \times(0, T) \\
\partial_{\nu} u=f \quad \text { on } \partial \Omega \times(0, T) \\
u(x, 0)=0 \quad \text { in } \Omega \backslash D
\end{array}\right.
$$

In this case, is it possible to reconstruct $D$ by the boundary data $\left.u\right|_{\partial \Omega}$ if we suitably control the heat flux f?

This is an inverse problem to apply "Neumann to Dirichlet" boundary data. They proved that the convex hull, as well as some other information, of the inclusion $D$ is reconstructed with the choice of a suitable adjoint solution of the heat equation.

Their theory being very excellent and beautiful as mathematical one, it seems that there are several points to be modified in view of practical application.

- In practical application, it is not easy give the heat flux as the boundary data. In addition to it, its observation is not easy, either.
- Though Ikehata-Kawashita controlled the input of the heat $f(x, t)$ on the whole boundary of $\Omega$, in view of the practical application, it is easier to give a point source $\delta(x) f(t)$ on the boundary.

In view of these remarks, we study the following problem.
Problem 1.2. Let $\Omega$ be a bounded domain of $\mathbb{R}^{n} n=2,3$ with smooth boundary. Let $D$ be an open subset of $\Omega$ with smooth boundary and satisfy that $\bar{D} \subset \Omega$ and $\Omega \backslash D$ is connected. We denote the unit outward normal vectors to $\partial \Omega$ and $\partial D$ by the same symbol $\nu$. Let $T>0$ be an arbitrary. Given $f=f(t), t \in \times(0, T)$ and $x_{0} \in \partial \Omega$, let $u=u(x, t)$ be the solution of the initial boundary value problem for the heat equation

$$
\left\{\begin{array}{l}
\partial_{t} u-\Delta u=\delta\left(x_{0}\right) f(t) \quad \text { in }(\Omega \backslash D) \times(0, T),  \tag{2}\\
\partial_{\nu} u=0 \quad \text { on } \partial D \times(0, T), \\
\partial_{\nu} u=0 \quad \text { on } \partial \Omega \times(0, T), \\
u(x, 0)=0 \quad \text { in } \Omega \backslash D
\end{array}\right.
$$

In this case, is it possible to reconstruct $D$ by the boundary data $\left.u\right|_{\partial \Omega}$ if we suitably control the heat source $f(t)$ for all $x_{0} \in \partial \Omega$ ?

It is our main purpose in this paper to study Problem 1.2. For this purpose, we apply the idea of hyperfunctions to treat the Delta functions on the boundary $\partial \Omega$. Even if the reconstruction formulas for the inclusions are obtained, the known results on Problems 1.1 and 1.2 are far from being applied for practice. At the end of this paper, we mention open problems to be solved in order that the studies of these problems should be applied for practice.

We shall develop our theory in the following sections. In the second section, we review the known results on Problem 1.1. We shall discuss our main problem, Problem 1.2, in the third and fourth sections, where we shall prove our main theorems (Theorems 3.2 and 4.1). In the third section, we introduce the essential idea for our theory by studying the one spatial dimensional case, the result of which is one of the main theorems in this paper (Theorems 3.2). In the fourth section, we generalize the result proved in the third section. This generalization is the other main theorem (Theorems 4.1) in this paper. In the final section, we summarise the conclusion of this paper and mention open problems to be solved for further development.

## 2 Known results

In this section, we review the known results on the inverse problem of the heat equation to reconstruct an inclusion in a homogeneous medium. The first study on this problem is by M. Ikehata [4], where this inverse problem for the one spatial dimensional heat equation is discussed applying Neumann-to-Dirichlet data on the boundary. This idea was generalized by M. Ikehata and M. Kawashita [5, 6], which we shall review.

Theorem 2.1 (M. Ikehata and M. Kawashita [5]). Let $T>0$ be an arbitrary. Given $\omega \in S^{n-1}, n=2,3$, let $f$ be the function of $(x, t) \in \partial \Omega \times(0, T)$ having a parameter $\tau>0$ defined by the equation $f(x, t ; \tau)=\partial_{\nu} v(x) \varphi(t)$, where $v(x)=e^{\sqrt{\tau} x \cdot \omega}$ and $\varphi \in L^{2}(0, T)$ satisfying the following condition: there exists $\mu \in \mathbb{R}$ such that

$$
\begin{equation*}
\liminf _{\tau \rightarrow \infty} \tau^{\mu}\left|\int_{0}^{t} e^{\tau t} \varphi(t) d t\right|>0 \tag{3}
\end{equation*}
$$

Let $u_{f}(x, t)$ be the weak solution of (1) with $f(x, t ; \tau)$. Then there holds

$$
\begin{equation*}
\lim _{\tau \rightarrow \infty} \frac{1}{2 \sqrt{\tau}} \log \left|\int_{\partial \Omega} \int_{0}^{T} e^{\tau t}\left(v(x) f(x, t ; \tau)-u_{f}(x, t) \partial_{\nu} v(x)\right) d t d S\right|=h_{D}(\omega) \tag{4}
\end{equation*}
$$

Theorem 2.2 (M. Ikehata and M. Kawashita [6]). Let $n=3, y \in \mathbb{R}, f(x, t ; \tau)=$ $\partial_{\nu} v(x) \varphi(t)$, where $v(x ; \tau)=\frac{e^{-\tau|x-p|}}{|x-p|}$, for $x \in \Omega$ and $p \in \mathbb{R}^{3} \backslash \Omega$. Assume that $u_{f}(x, t)$ be the weak solution of (1) with $f(x, t ; \tau, p)$. Then assuming (3), one has the formula

$$
\begin{equation*}
\lim _{\tau \rightarrow \infty} \frac{1}{2 \sqrt{\tau}} \log \left|\int_{\partial \Omega} \int_{0}^{T} e^{\tau t}\left(v(x ; \tau) f(x, t ; \tau, p)-u_{f}(x, t) \partial_{\nu} v(x ; \tau)\right) d t d S\right|=-d_{D}(p) \tag{5}
\end{equation*}
$$

where $d_{D}(p)=\inf _{x \in D}|x-p|$.
Theorem 2.3 (M. Ikehata and M. Kawashita [6]). Let $n=3, t \in \mathbb{R}, f(x, t ; \tau)=$ $\partial_{\nu} v(x) \varphi(t)$, where

$$
v(x)= \begin{cases}\frac{e^{\sqrt{\tau}|x-y|}-e^{-\sqrt{\tau}|x-y|}}{|x-y|}, & \text { if } x \neq y,  \tag{6}\\ 2 \sqrt{\tau}, & \text { if } x=y .\end{cases}
$$

Assume that $u_{f}(x, t)$ be the weak solution of (1) with $f(x, t ; \tau, y)$. Then assuming (3), one has the formula

$$
\begin{equation*}
\lim _{\tau \rightarrow \infty} \frac{1}{2 \sqrt{\tau}} \log \left|\int_{\partial \Omega} \int_{0}^{T} e^{\tau t}\left(v(x) f(x, t ; \tau, y)-u_{f}(x, t) \partial_{\nu} v(x)\right) d t d S\right|=R_{D}(y) \tag{7}
\end{equation*}
$$

where $R_{D}(y)=\sup _{x \in D}|x-y|$.
As we can see in Theorems 2.1, 2.2 and 2.3, their theory is very excellent and beautiful as mathematical ones, however, we cannot directly apply their theory for practice. Let us summarise the points to be improved for practice.

## Remark 2.1.

- In practical application, it is not easy give the heat flux as the boundary data. In addition to it, its observation is not easy, either. What we can do is to give heat sources on the boundary and observe the temperature on the boundary.
- Though Ikehata-Kawashita controlled the input of the heat $f(x, t)$ on the whole boundary of $\Omega$, in view of the practical application, it is much easier give a point source of the form $\delta\left(x-x_{0}\right) f(t)$ at a point $x_{0}$ on the boundary.
- In Theorems 2.1, 2.2 and 2.3, it is essential to give test objects such high temperature on the boundary that they would be melted down. This point is fatal for practical application.

Having these remarks in mind, we shall study modification of the theory by IkehataKawashita in view of practical application in the following sections.

## 3 Main theorem I. -One spatial dimensional case-

In this section, we try to modify Theorems 2.1, 2.2 and 2.3 for one spatial dimensional case. Let $\Omega=(0, X), D=(a, b)$ and $0<a<b<X$. We study the one spatial dimensional linear heat equation with the inhomogeneous term as the heat source at the origin $x=0$.

$$
\left\{\begin{array}{l}
\partial_{t} u-\partial_{x}^{2} u=\delta(x) f(t) \text { in }(0, a) \times(0, T)  \tag{8}\\
\partial_{x} u=0 \quad \text { on }\{0\} \times(0, T) \\
\partial_{x} u=0 \quad \text { on }\{a\} \times(0, T) \\
u(x, 0)=0 \quad \text { in }(0, a) \times(0, T)
\end{array}\right.
$$

In the initial and the boundary value problem (8), an inclusion $D=(a, b)$ is included in a homogeneous medium $\Omega=(0, X)$. We pose an inverse problem to reconstruct the inclusion by observing the boundary data at $x=0, X$ with controlling the input heat source at the boundary $x=0, X$. This case, it is impossible to reconstruct some information about the point $x=b$ from the boundary value at $x=0$ and vise versa, that is, it is also impossible to reconstruct some information about the point $x=a$ from the boundary value at $x=X$. Therefore, we pose the following inverse problem.

Problem 3.1. Let $u(x, t)$ be the solution of the initial boundary value problem for the heat equation (8). In this case, is it possible to recover a by the boundary data $u(0, t)=: g(t)$ if we suitably control the heat source $f$ ?

In this problem, we try to reconstruct the information of the inclusion, namely, its position $x=a$, by observing the boundary data at $x=0$ with controlling the input heat source $f(t)$ at the boundary point $x=0$.

It is our main purpose in this section to give a positive answer to Problem 3.1. For this purpose, we treat linear ordinary differential equations with Dirac delta function and its derivatives in the inhomogeneous term, which let us prepare before discussing the main problem in this section.

Let us study the following linear ordinary differential equation with Dirac delta function and its derivatives in the inhomogeneous term.

$$
\begin{equation*}
y^{(n)}+a_{n-1} y^{(n-1)}+\cdots+a_{1} y^{\prime}+a_{0} y=\sum_{k=0}^{n-1} \alpha_{k} \delta^{(k)}(x) \tag{9}
\end{equation*}
$$

where $y=y(x)$ is a function of $x \in \mathbb{R}$ and $a_{k}, \alpha_{k}, k=0,1, \cdots, n-1$ are constants. We study the initial value problem of the equation (9), that is,

Problem 3.2. Solve the initial value problem of (9) with

$$
\begin{equation*}
y^{(k)}(0)=0 \tag{10}
\end{equation*}
$$

where $k=0,1, \cdots, n-1$.
Let us prepare several lemmas in order to solve Problem 3.2. Before proving them, let us review the definition of the Laplace transform, which plays an important role in the solution of Problem 3.2.

Definition 3.1. For a function $\varphi(x)$ defined in $[0, \infty)$, its Laplace transform $\mathcal{L} \varphi$ is defined by

$$
\begin{equation*}
\mathcal{L} \varphi(p):=\int_{0}^{\infty} e^{-p x} \varphi(x) d x \tag{11}
\end{equation*}
$$

for $p \in \mathbb{C}$ for which the integral (11) is convergent.

## Lemma 3.1.

$$
\begin{equation*}
\mathcal{L} \delta(p) \equiv 1 \tag{12}
\end{equation*}
$$

where $\delta(x)$ is the Dirac's delta function (cf. [7, 10] for whose definition).
Proof. For the proof of this lemma, we apply the idea of hyperfunctions. We first remark that $\operatorname{supp} \delta=\{0\}$ (cf. [7]). We regard the Delta function $\delta(x)$ as a hyperfunction defined on $\mathbb{R}$, whose defining holomorphic function is $F(z)=-\frac{1}{2 \pi i z}$ (cf. [7] for more detail), which we denote by

$$
\begin{equation*}
\delta(x)=[F(z)]=\left[-\frac{1}{2 \pi i z}\right]=F(x+i 0)-F(x-i 0)=-\frac{1}{2 \pi}\left(\frac{1}{x+i 0}-\frac{1}{x-i 0}\right) \tag{13}
\end{equation*}
$$

Assume that $f(x)=[F(z)]$ is a hyperfunction defined on $\mathbb{R}$ whose support is compact and whose defining holomorphic function is $F(z)$. Note that $f(x)$ can be regarded as a real analytic functional. Let $\varphi$ be a real analytic function then it can be extended as a holomorphic function defined in a neighborhood $V \subset \mathbb{C}$ of $\operatorname{supp} f$. Then we can define the duality $\langle f, \varphi\rangle$ by

$$
\begin{equation*}
<f, \varphi>:=-\int_{\gamma} F(z) \varphi(z) d z \tag{14}
\end{equation*}
$$

where the integral route $\gamma$ can be taken arbitrarily so that it can be the boundary of the domain in $V$ containing $\operatorname{supp} f(c f$. Figure 1).


Figure 1: An example of the integral route $\gamma$.

For more detail about hyperfunctions, confer [7]. We can define the Laplace transform $\mathcal{L} \delta(p)$ of the Delta function $\delta(x)$ by taking $\delta(x)$ as a real functional and $e^{-p x}$ as a real analytic function with $p$ as a parameter. We have, for $p \in \mathbb{C}$, that

$$
\begin{align*}
\mathcal{L} \delta(p) & =\int_{0}^{\infty} e^{-p x} \delta(x) d x=<\delta(x), e^{-p x}>  \tag{15}\\
& :=-\int_{\gamma} e^{-p z}\left(-\frac{1}{2 \pi i z}\right) d z=\frac{1}{2 \pi i} \int_{\gamma} \frac{e^{-p z}}{z} d z
\end{align*}
$$

where the integral route $\gamma$ is an arbitrary closed Jordan curve in $\mathbb{C}$ such that it can be the boundary of the domain in $\mathbb{C}$ containing the origin. Cauchy's integral formula yields that the right hand side of (15) is equal to $e^{-p 0}=1$ for any $p \in \mathbb{C}$, which proves the lemma.

When we study the initial value problem of ordinary differential equations containing the Delta function and its derivatives, it may be necessary to treat the value of the Heaviside function at the origin. It having no meaning in usual, we can define its value in the following sense.

Lemma 3.2. When we apply $\mathcal{L} \delta(p) \equiv 1$ as in (12), $\vartheta(0)$ must be treated as 0 , where

$$
\vartheta(x):= \begin{cases}1 & (x>0)  \tag{16}\\ 0 & (x<0)\end{cases}
$$

is the Heaviside function.
Proof. In order to prove this theorem, we apply the idea of tempered distributions, for more in detail of which, confer [10]. Take a function $\varphi$ in the space $\mathcal{S}(\mathbb{R})$ of the rapidly decreasing smooth functions, for the definition of which confer [10]. It being well known that $\vartheta^{\prime}(x)=\delta(x)$, we have

$$
\begin{align*}
1 & =\mathcal{L} \delta(p)=\int_{0}^{\infty} e^{-p x} \delta(x) d x=\int_{0}^{\infty} e^{-p x} \vartheta^{\prime}(x) d x \\
& =\left[e^{-p x} \vartheta(x)\right]_{0}^{\infty}+\int_{0}^{\infty} \vartheta(x) p x^{-p x} d x  \tag{17}\\
& =-\vartheta(0)+\int_{0}^{\infty} p x^{-p x} d x=-\vartheta(0)+1
\end{align*}
$$

Therefore the lemma is proved.
Making use of Lemmas 3.1 and 3.2, we shall solve the initial value problem to (9). The solution of the initial value problem to (9) for $k=0$ is obtained by the following theorem.

Theorem 3.1. Consider the following initial value problem to the following ordinary differential equation.

$$
\left\{\begin{array}{l}
y^{(n)}+a_{n-1} y^{(n-1)}+\cdots+a_{1} y^{\prime}+a_{0} y=\delta(x)  \tag{18}\\
y(0)=y^{\prime}(0)=\cdots=y^{n-1}(0)=0
\end{array}\right.
$$

where $a_{k}, k=0,1, \cdots, n-1$ are constants. The solution of (18) is given by

$$
\begin{equation*}
y(x)=Y(x \vartheta(x)) \tag{19}
\end{equation*}
$$

for $x>0$, where $Y(x)$ is the solution of the following initial value problem

$$
\left\{\begin{array}{l}
y^{(n)}+a_{n-1} y^{(n-1)}+\cdots+a_{1} y^{\prime}+a_{0} y=0  \tag{20}\\
y^{(j)}(0)=\delta_{j(n-1)}, \quad j=0,1, \cdots, n-1
\end{array}\right.
$$

where

$$
\delta_{j k}:= \begin{cases}1 & (j=k),  \tag{21}\\ 0 & (j \neq k)\end{cases}
$$

is the Kronecker's delta function.
Proof. Remarking Lemma 3.2 and the facts

$$
\begin{align*}
& x \delta(x)=0 \\
& \vartheta^{2}(x)=\vartheta(x)  \tag{22}\\
& Y^{(j)}(x \vartheta(x)) \delta(x)=Y^{(j)}(0) \delta(x), j=0,1,2, \cdots, n
\end{align*}
$$

holding in the space of tempered distributions, there holds that

$$
\begin{align*}
y^{\prime}(x)= & Y^{\prime}(x \vartheta)(\vartheta(x)+x \delta(x))=Y^{\prime}(x \vartheta) \vartheta(x), \\
y^{\prime \prime}(x)= & Y^{\prime \prime}(x \vartheta) \vartheta^{2}(x)+Y^{\prime}(x \vartheta) \delta(x)=Y^{\prime \prime}(x \vartheta) \vartheta(x), \\
& \vdots  \tag{23}\\
y^{(n-1)}(x)= & Y^{(n-1)}(x \vartheta) \vartheta(x), \\
y^{(n)}(x)= & Y^{(n)}(x \vartheta) \vartheta(x)+Y^{(n-1)}(x \vartheta) \delta(x)=Y^{(n)}(x \vartheta) \vartheta(x)+\delta(x) .
\end{align*}
$$

The function $y$ in (23) turns out to be the solution of (18), since

$$
\begin{equation*}
Y^{(j)}(x \vartheta(x)) \vartheta(x)=Y^{(j)}(x \vartheta(x))=Y^{(j)}(x) \tag{24}
\end{equation*}
$$

for $j=0,1,2, \cdots, n$ and $x>0$.
For $x<0$ the solution of (18) is obtained by

$$
\begin{equation*}
y(x):=Y(-x \vartheta(-x)) \tag{25}
\end{equation*}
$$

where $Y(x)$ is the solution of (20).
The motivation to prove Theorem 3.1 is the application of the Laplace transform. If we try to solve the initial value problem (18) by the Laplace transform with applying Lemma 3.1 then we obtain the solution of (20). The essence to prove Theorem 3.1 is how to modify the solution of (20) in order to obtain the solution of (18) in view of the proofs of Lemmas 3.1 and 3.2. We can construct the elementary solutions to partial differential equations with constant coefficients by applying the Fourier transform, which shall be discussed in our forthcoming paper [14].

Let us give an answer to Problem 3.1 applying Theorem 3.1. The following theorem is one of the main theorems in this paper, to prove which is our main purpose in this section.

Theorem 3.2. For $p \leq 0$, let

$$
\begin{equation*}
\varphi_{\lambda}(x, t)=\varphi(x, t)=e^{-\lambda^{2} t} e^{\lambda(p-x)} \tag{26}
\end{equation*}
$$

where $\lambda$ is a constant and

$$
\begin{equation*}
I\left(\varphi_{\lambda}\right):=\int_{0}^{T} g(t)\left(\varphi(0, t)+\partial_{x} \varphi(0, t)\right) d t+e^{\lambda p} \int_{0}^{T} f(t) e^{-\lambda^{2} t} d t \tag{27}
\end{equation*}
$$

A solution of Problem 3.1 is given in the following way.

$$
\begin{equation*}
\lim _{\lambda \rightarrow \infty} \frac{1}{\lambda}\left|I\left(\varphi_{\lambda}\right)\right|=p-a . \tag{28}
\end{equation*}
$$

By (28), we claim that we can reconstruct the information of the inclusion, namely, its location $x=a$, by controlling the heat source $f(t)$ at the boundary point $x=0$ and by observing the temperature $g(t)$ at the boundary point $x=0$. In the rest of this section, we give a proof of this theorem. We first give a simple representation of the indicator function defined in (27).

Lemma 3.3.

$$
\begin{equation*}
I\left(\varphi_{\lambda}\right)=(1-\lambda) e^{\lambda(p-a)} \int_{0}^{T} u(a, t) e^{\lambda^{2} t} d t \tag{29}
\end{equation*}
$$

Proof. Let $u(x, t)$ be the solution of the initial and the boundary value problem for the heat equation (8) and $\varphi(x, t)$ be the function defined in (26).

By integration by parts, we have

$$
\begin{gather*}
\int_{0}^{T} \int_{0}^{a} u_{t}(x, t) \varphi(x, t) d x d t=\int_{0}^{T} u(a, t) \varphi(a, t) d t-\int_{0}^{T} g(t) \varphi(0, t) d t \\
\quad-\int_{0}^{T} \int_{0}^{a} u(x, t) \varphi_{t}(x, t) d x d t \tag{30}
\end{gather*}
$$

since $u(0, t)=g(t)$ and

$$
\begin{align*}
& \int_{0}^{T} \int_{0}^{a} u_{x x}(x, t) \varphi(x, t) d x d t \\
&= \int_{0}^{T} u_{x}(a, t) \varphi(a, t) d t-\int_{0}^{T} u_{x}(0, t) \varphi(0, t) d t  \tag{31}\\
&-\int_{0}^{T} u(a, t) \varphi_{x}(a, t) d t+\int_{0}^{T} u(0, t) \varphi_{x}(0, t) d t+\int_{0}^{T} \int_{0}^{a} u(x, t) \varphi_{x x}(x, t) d x d t \\
&=-\int_{0}^{T} u(a, t) \varphi_{x}(a, t) d t+\int_{0}^{T} g(t) \varphi_{x}(0, t) d t+\int_{0}^{T} \int_{0}^{a} u(x, t) \varphi_{x x}(x, t) d x d t
\end{align*}
$$

since $u_{x}(0, t)=u_{x}(a, t)=0$ by (8) and $u(0, t)=g(t)$. On the other hand, it is easy to obtain

$$
\begin{equation*}
\int_{0}^{T} \int_{0}^{a} \delta(x) f(t) \varphi(x, t) d x d t=e^{\lambda p} \int_{0}^{T} f(t) e^{-\lambda^{2} t} d t \tag{32}
\end{equation*}
$$

It is clear by the definition (26) that the function $\varphi$ is a solution of the adjoint heat equation;

$$
\begin{equation*}
\varphi_{t}+\varphi_{x x}=0 \tag{33}
\end{equation*}
$$

By virtue of (8), (30), (31), (32) and (33), we obtain that

$$
\begin{align*}
\int_{0}^{T} \int_{0}^{a} & \left(u_{t}(x, t)-u_{x x}(x, t)\right) \varphi(x, t) d x d t \\
= & \int_{0}^{T} u(a, t) \varphi(a, t) d t-\int_{0}^{T} g(t) \varphi(0, t) d t \\
& \quad+\int_{0}^{T} u(a, t) \varphi_{x}(a, t) d t-\int_{0}^{T} g(t) \varphi_{x}(0, t) d t  \tag{34}\\
& =e^{\lambda p} \int_{0}^{T} f(t) e^{-\lambda^{2} t} d t
\end{align*}
$$

which, together with (27), it is proved that

$$
\begin{align*}
I\left(\varphi_{\lambda}\right) & =\int_{0}^{T} g(t)\left(\varphi(0, t)+\partial_{x} \varphi(0, t)\right) d t+e^{\lambda p} \int_{0}^{T} f(t) e^{-\lambda^{2} t} d t \\
& =\int_{0}^{T} u(a, t)\left(\varphi(a, t) \varphi_{x}(a, t)\right) d t  \tag{35}\\
& =(1-\lambda) e^{\lambda(p-a)} \int_{0}^{T} u(a, t) e^{\lambda^{2} t} d t,
\end{align*}
$$

which proves the lemma.
We divide the integral $\int_{0}^{T} u(x, t) e^{-\lambda^{2} t} d t$ in the right hand side of (29) into two parts;

$$
\begin{equation*}
\int_{0}^{T} u(x, t) e^{-\lambda^{2} t} d t=: \widetilde{w}(x, \lambda)=w(x, \lambda)+\varepsilon(x, \lambda) \tag{36}
\end{equation*}
$$

where $w(x, \lambda)$ is the solution of the following initial value problem

$$
\left\{\begin{array}{l}
\left(\partial_{x}^{2}-\lambda^{2}\right) w=-\delta(x) \int_{0}^{T} f(t) e^{-\lambda^{2} t} d t  \tag{37}\\
w_{x}(0, \lambda)=0 \\
w(0, \lambda)=\int_{0}^{T} \theta(t) e^{-\lambda^{2} t} d t
\end{array}\right.
$$

and $\varepsilon(x, \lambda)$ is the solution of the following initial value problem

$$
\left\{\begin{array}{l}
\left(\partial_{x}^{2}-\lambda^{2}\right) \varepsilon=u e^{-\lambda^{2} T}  \tag{38}\\
\varepsilon_{x}(0, \lambda)=0 \\
\varepsilon(0, \lambda)=0
\end{array}\right.
$$

The initial value problem (38) is a simple one for the second order ordinary equation and we can solve (37) by virtue of Theorem 3.1.

Lemma 3.4. The solutions to the initial value problems (37) and (38) are obtained as follows.

$$
\begin{align*}
& w(x ; \lambda)=-S \cosh (\lambda x)+\frac{K}{\lambda} \sinh (\lambda x \vartheta(x))  \tag{39}\\
& \varepsilon(x ; \lambda)=u e^{-\lambda^{2} T} \int_{0}^{x} u(x-y, T) \frac{1}{\lambda} \sinh (\lambda y) d y \tag{40}
\end{align*}
$$

where

$$
\begin{equation*}
K:=\int_{0}^{T} f(t) e^{-\lambda^{2} t}=K, \quad S:=\int_{0}^{T} \theta(t) e^{-\lambda^{2} t} . \tag{41}
\end{equation*}
$$

With the above preparation, we can prove the main theorem in this section.
Proposition 3.1. A solution to Problem 3.1 is given in the following way.

$$
\begin{equation*}
\lim _{\lambda \rightarrow \infty} \frac{1}{\lambda} \log \left|I\left(\varphi_{\lambda}\right)\right|=p-a . \tag{42}
\end{equation*}
$$

Proof. By (29) and (36),

$$
\begin{equation*}
I\left(\varphi_{\lambda}\right)=(1-\lambda) e^{\lambda(p-a)} \widetilde{w}(x, \lambda)=(1-\lambda) e^{\lambda(p-a)}(w(x, \lambda)+\varepsilon(x, \lambda)) \tag{43}
\end{equation*}
$$

holds. It is easily proved that

$$
\begin{equation*}
\lim _{\lambda \rightarrow \infty} \frac{1}{\lambda} \log |\widetilde{w}(x, \lambda)|=0 \tag{44}
\end{equation*}
$$

since the function $\widetilde{w}(x, \lambda)$ is concretely represented by Lemma 3.4. Therefore, the representation (43) of the indicator function $I\left(\varphi_{\lambda}\right)$ and the estimate (44) of the function $\widetilde{w}(x, \lambda)$ prove the theorem.

Proposition 3.1 completes the proof of Theorem 3.2. Let us comment several remarks on Theorem 3.2.

## Remark 3.1.

- By Theorem 3.2, we can reconstruct the inclusion $x=a$ by the observation of the temperature at the boundary point $x=0$ with controlling the heat source $f(t)$ on the boundary point $x=0$. As mentioned above, it is very important, in view of practical application, that the source term $f(t)$ to be controlled is the heat source, not the heat flux.
- We claim that the idea to prove Theorem 3.2 is essential for the study of the higher spatial dimensional case, where we reconstruct some information on the inclusion by the observation of the temperature on the boundary with controlling the heat source $f(t)$ on a boundary point.


## 4 Main theorem II. -General case-

In this section, we study Problem 1.2, which yields a generalization of Theorem 3.2. Concretely, we study the following problem.

Problem 4.1. Assume the same assumptions as Problem 1.2. Reconstruct the inclusion $D$ by the observation of the boundary data

$$
\begin{equation*}
g\left(x_{1}, t\right):=\left.u\right|_{\partial \Omega}\left(x_{1}, t\right) \tag{45}
\end{equation*}
$$

for $x_{1} \in \partial \Omega$, with suitably controlling the heat source $f(t)$ for $x_{0} \in \partial \Omega$.
In the case $x_{0}=x_{1}$, we have an answer to this problem as follows.
Theorem 4.1. Assume the same assumptions as Problem 1.2 and For $x_{0} \in \partial \Omega$ and a constant $\lambda$, let

$$
\begin{equation*}
\varphi_{\lambda}(x, t)=\varphi(x, t)=e^{-\lambda^{2} t} e^{-\lambda \omega \cdot x} \tag{46}
\end{equation*}
$$

where $\omega \in S^{n-1}$, and let

$$
\begin{equation*}
I\left(\varphi_{\lambda}\right):=\int_{0}^{T} \int_{\partial \Omega}\left(g(x, t)\left(\varphi(x, t)+\partial_{\nu} \varphi(x, t)\right)\right) d S_{x} d t \tag{47}
\end{equation*}
$$

For $n=2,3$, a solution of Problem 4.1 is given by

$$
\begin{equation*}
\lim _{\tau \rightarrow \infty} \frac{1}{\lambda}\left|I\left(\varphi_{\lambda}\right)\right|=-d_{\omega}\left(x_{0}, D\right) \tag{48}
\end{equation*}
$$

where

$$
\begin{equation*}
d_{\omega}\left(x_{0}, D\right):=\inf \left\{t \in \mathbb{R} \mid x_{0}+t \omega \in D\right\} \tag{49}
\end{equation*}
$$

The proof of this theorem is given by modifying the proof of Theorem 3.2. The essential idea of both theorems are the same. In the proof of Theorem 4.1, we can treat the heat conduction like one spatial dimensional one in the direction $\omega \in S^{n-1}$ if we consider the high temperature state, which is the essence to generalize the idea of the proof of Theorem 3.2 .

We proved Theorem 4.1 as the first step to study the inverse problem of the heat conduction in view of practical application. We remark that Theorem 4.1 is not still enough for practical application. There are many better generalizations, some of which we shall mention, as well as the merits of our main theorems, in the following remark.

## Remark 4.1.

(a) In Theorems 3.2 and 4.1, we control the heat source, not the heat flux, at one point of the boundary, which generalizes Theorems 2.1, 2.2 and 2.3 in two senses. One is that the heat source is much more easily controlled in practical application that the heat flux. The other is that controlling the heat at one point is more desirable for practice, since if we would try to control the heat on the whole boundary in practice we have to prepare a special device in accordance with the shape of the test object.
(b) In Theorems 2.1, 2.2 and 2.3, M. Ikehata and M. Kawashita extracted information on the inclusion with theoretical one measurement, which is one of the excellent and superior points of their study. It is possible to prove similar result by modifying Theorem 4.1 with the observation of the boundary value $g(x, t)$ defined in (45) for all $x \in \partial \Omega$. For this purpose, it is an interesting problem to find a more suitable solution $\varphi$ to the adjoint heat equation in the construction of the indicator function. In the paper [6], M. Ikehata and M. Kawashita studied the relation between the solutions to the adjoint heat equation and the information of the inclusion $D$ to be obtained in the study of Problem 1.1, which is very suggestive for the study of our problem (Problem 1.2).
(c) In all Theorems 2.1, 2.2, 2.3, 3.2 and 4.1, the limit $\lambda \rightarrow \infty$ is required, which means that the heat source or the heat flux $f$ to be controlled must be in such high temperature that the test object would be melt down. This is the fatal fault to be modified in these theorems, in view of the practical application.

## 5 Conclusion and open problems

As the final section of this paper, we conclude the conclusion of this paper and mention some open problems left to be solved for further development. Let us first summarise what we have discussed in this paper.

Conclusion 5.1 (Conclusion of this paper).
(i) We have given generalizations (Theorems 3.2 and 4.1) of the theory by M. Ikehata and M. Kawashita (Theorems 2.1, 2.2 and 2.3), which was the main purpose in this paper. Confer Remark 4.1 (a) for more detail.
(ii) It is possible to generalize Theorem 4.1. As an example of these generalizations, confer Remark 4.1 (b).
(iii) As a by-product of the proof of Theorem 3.2. We have given a solution (Theorem 3.1) to the initial value problem of linear ordinary differential equation with Dirac delta function and its derivatives in the inhomogeneous term, which itself is interesting and may be applied to the construction of the elementary solutions to linear partial differential equations.

As we have mentioned at the end of the last section, Theorems 3.2 and 4.1 are not enough for practical application. In addition to it, there are many open problems for further development. At the end of this paper, we shall mention these open problems.

Problem 5.1. (i) Let us first remark the most important open problem. In both Theorems 3.2 and th.ndim, the heat source $f$ to be controlled on the boundary is required to be very high. It must tend to infinity to obtain the information of the inclusion, which is impossible in practice in two ways. One reason is very simple; we cannot give infinitely high heat source or heat flux. The other reason is that the object will be melt down at high temperature (cf. Remark 4.1 (c)). Therefore, we have to develop a method which enables us to detect the inclusion without tending the temperature to infinity. For this purpose, we propose two ways to generalize our main theorems.

- One approach to this problem is to develop another method to extract some information of the inclusion in the low temperature state.
- The other way is to give suitable error estimates for the limiting processes (28) and (48) in order that Theorems 3.2 and th.ndim can be applied for practice in the reasonable temperature state.

We claim that both approaches are interesting and are to be studied.
(ii) Even if the above problem is solved, there still are a number of problems left to be solve for practice; the treatment of the errors, construction of a approximation algorithm for the inclusions, its implementation by computers and so on.
(iii) There are many generalization of Theorem 4.1, the study of which is interesting and important. One of them is remarked in Remark 4.1 (b).
(iv) Theorem 3.1 is obtained as a by-product of the proof of Theorem 3.2. More generally, it is an interesting problem to study the initial value problem of linear ordinary differential equation with Dirac delta function and its derivatives in the inhomogeneous term (Problem 3.2), as well as its application to the theory of partial differential equations.
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