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Preface

These are the proceedings of the conference “Inverse problems for practice, the present
and the future”, held at IMI, Kyushu University, from September second to September
fourth, 2013. It was held in order to promote the collaboration and mutual understanding
between engineers, in both theory and practice, mathematicians and all those who may apply
inverse problems for practice. Recently, there being many mathematical researches in inverse
problems, it seems that few of them meet the real demands of practical application where
the problems originated. The other aim of this conference was to study inverse problems in
order to meet the real demands of practical application. During the conference, the following
problems and invetigations on them were reported and lively dicussions were had on them.

• A control problem of the temperature in the production process
of automobile components

• A new numerical approach to an inverse source problem for the wave equation

• An inverse problem to detect the degree of fixation for the frame structure
in the buildings

• Inverse problems in risk managements

• An inverse problem for the pipe flow model in karst aquifers

• An inverse problem of the heat equation in view of practical application

Every problem is based on the practice and its investigations are in process with the
return of their results to practice in mind. We wish that we would have more opportunities
to hold such conferences to discuss inverse problems from the viewpoint of both the theory
and the practice.

At the end of the preface, we would express our gratefulness to Ms. Kyoko Sakaguchi,
the secretary of this conference, for her faithful help and contribution for success of our
conference.

December 15, 2013

Takashi Takiguchi

• Inverse problems on gnetic sonance magingima re
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Problems arisen in the joint research with
KalsonicKansei

Takashi TAKIGUCHI∗

Abstract

In this note, we report several problems arisen in the joint research with Kalson-
icKansei. We report how the problems were posed, especially, in view of practical
application. We also report how they are being studied for the time being.

Keywords: inverse problems, collaboration with industry

1 Preface

It has been three years since KalsonicKansei and the author began discussion on
the problems arisen in the production process of automobile components. Through these
discussions, a number of problems were studied, among which, new research tasks were
created and are under study.

Though, in the conference “Inverse problems for practice, the present and the future”,
held at IMI, Kyushu University, from September second to September fourth, 2013, Mr.
Shohei Nagano and Mr. Makoto Kobayashi from CalsonicKansei gave a talk on the title
“Demands of technology component analysis in manufacturing technique development”,
it is a pity to tell that they could not submit their report to these proceedings in the point
of view of confidentiality in CalsonicKansei.

In this report, the author, instead of S. Nagano and K. Kobayashi, shortly reports their
talk in the conference and introduces several inverse problems arisen in the joint research
with KalsonicKansei to the extent that there is no conflict with the confidentiality in
CalsonicKansei.

Throughout this paper, all contents being arranged in order that there is no conflict
with the confidentiality in CalsonicKansei, some of them may be unclear and not easily
understandable, for which the author is very sorry.

∗Supported in part by JSPS Grant-in-Aid for Scientific Research (C) 22540214. Department of Math-
ematics, National Defense Academy of Japan, 1-10-20, Hashirimizu, Yokosuka, Kanagawa, 239-8686,
JAPAN tel: +81-46-841-3810 (ext. 3249) fax: +81-46-844-5902 (shared) email: takashi@nda.ac.jp
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2 Talk by S. Nagano and K. Kobayashi

In the conference “Inverse problems for practice, the present and the future”, S.
Nagano and K. Kobayashi posed problems arisen in the production process.

Problem 1. The following problems were posed in the talk by S. Nagano and K. Kobayashi.

(a) How to optimize the production process.

(b) Problems to control a molding device.

(c) How to control the temperature of the welding material in the welding.

We shortly introduce what Problem 1 is about. We cannot comment on the problem
(a) much in detail since it may conflict with the confidentiality in CalsonicKansei, however,
this problem is very new, challenging and complicated to find a suitable mathematical
model. In the problem (b), they posed a problem to control a device to mold aluminium.
Operation of the molding device is very sensitive to the environment, especially when the
plate of aluminium to be molded is very thin. They posed a problem to find a method in
order that the operation of the molding device works with no error from the beginning of
the operation in a new factory. Solution to this problem can be of great help by cutting
off the cost to send the learned engineers to the factory to adjust the molding device. In
problem (c), they posed a problem to control the temperature of the welding material
especially in MIG welding. For this problem, some research is under investigation. It
being very hard to control the temperature of the welding material in MIG welding, it is
possible in TIG welding since we can control the temperature of the heat source in this
method. The author is studying how to modify this method for MIG welding.

3 Inverse Problems arisen in the joint research

with KalsonicKansei

Let us introduce some inverse problems arisen in the joint research by KalsonicKansei
and the author and some relating results. We also mention how they are being studied
for the time being. There are many problems created in the discussion by KalsonicKansei
and the author. Among them are optimization and control problems mentioned in the
previous section. In this section, we introduce two inverse problems arisen in the joint
research by KalsonicKansei and the author.

Problem 2. Following problems are created through the discussion by KalsonicKansei
and the author.

(i) Non-destructive testing for die casting of the aluminium.

(ii) How to control the temperature in the interior of the furnace in the brazing process
of the aluminium.

2
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First, let us explain what the problem (i) is about. In the die casting of the aluminium,
liquid aluminium is poured into a mold. After it gets cold, it is taken out of the mold. After
the heat treatment and the final treatment, the die casting component of the aluminium
is complete. The process of pouring the aluminium into a mold must be finished quickly,
otherwise the aluminium would be solid, the mold of the aluminium contains blow holds
inside it. If there is a blow hole near the boundary (or edge) of the mold of the aluminium,
then, after the heat treatment, it will swell up and the mold would be defective. It is
desirable to solve the following problem before the heat and final treatment of the die
casting product.

Problem 3. Let D, Ω ⊂ Rn be open sets satisfying D ⊂ Ω. Decide whether

d(∂Ω, ∂D) := inf
x∈∂Ω, y∈∂D

|x − y| (1)

is small or not, without accessing the interior of Ω.

This problem has a close relation with the typical inverse problem to reconstruct inclu-
sions in a homogeneous medium. For the time being, application of the same algorithm as
the computerized tomography (CT) is being investigated for this kind of problem. Since
the objects in these problems are much simpler than the interior structure of the human
body, it is expected to reduce the X-ray data for the reconstruction of the object. This
problem is closely related to the geometric tomography and there are many studies on it
both in the viewpoint of theory and in the viewpoint of application. For example, confer
[1, 7, 8] for the results in the viewpoint of theory and [2, 9, 10, 11] for the studies in the
viewpoint of practical application. Unfortunately, the results mentioned above are not
still satisfactory for practical application in view of the following points.

• In the case where we project parallel beams of the X-ray from two directions, we
can classify the shape of the inclusions into the two classes, one is the uniquely
determined ones by these data and the other is non-uniquely determined one ([7,
8, 9]). For the unique class, reconstruction formulas ([7, 9]) are given and we gave
further studies, treatment of the errors, construction of a reconstruction algorithm
and its implementation by computers and so on, satisfactory for practical application
([2, 9]). It is, however, proved that there are very few sets reconstructed by this
method ([10]) and it is not known how to find the exact two directions for the
reconstruction for the uniquely reconstructed sets, even if they exist.

• For general inclusions, the exact data of the beams of the X-ray for the reconstruc-
tion are not known. Needless to say their reconstruction methods, treatment of the
errors, construction of an approximate reconstruction algorithm, its implementation
by computers and so on.

• Since they adopt cone beams of the X-rays in many industrial CT devices, we have
to study the above two problems for the cone beams of projections as well as for
the parallel beams of projections.

3
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There are other problems of the use of the X-ray tomography.

• The cost of the testing is not cheap if we apply the X-ray tomography.

• We cannot ignore the bad effect of the X-ray to the human body.

The problem of the cost seems to be fatal. If we apply the existing industrial CT
to the problem (i), then the cost of the testing is more expensive than the price of the
die casting product. In order to solve this problem, development of a new algorithm,
as well as the idea of development a new CT machine for die casting products, is under
investigation by the author.

There are other approaches. One idea is to detect an inclusion in a homogeneous
medium applying the heat conduction. For this purpose, the author is studying some
modifications of the theory by M. Ikehata and M. Kawashita [3, 4, 5, 6]. There also are
other ideas to solve problem (i) under investigation, which shall be introduced when they
are ready to be published.

Let us turn to the problem (ii). This is a mixed problem of an inverse and a control
problems. For the time being, there is no method to know the distribution of the temper-
ature inside the furnace completely. This is a typical inverse problem to reconstruct the
solution of the heat equation by the observation of some boundary value. The author is
afraid that this problem seems to be very simple and easy, but it is not so simple by the
following points in view of practice.

• We cannot observe the boundary value on the whole boundary. What we can do is to
observe the heat at finite points on the boundary. Technically, we put thermocouples
inside the furnace and observe the temperature.

• On some subset of the boundary of the domain, where the heat equation holds, the
insulation condition does not hold. Instead, there is complicated heat convection
there.

There are more problems to make the situation more complicated. The study of the
problem (ii) is under investigation by considering which condition is to be taken or to
be thrown away to develop a suitable mathematical model of this problem. The process
requires close collaboration between the theory and the practice. We first propose a model
with some hypotheses and check its appropriateness by the experiment. After the model
is decided to be appropriate, we can go for the next step. Step by step, we shall be
approaching the solution to the final problem.
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Introduction

Geological description of the karst aquifers

Figure: The geological description of the karst aquifers. hm is the hydraulic

head in the matrix and hc is the hydraulic head in the conduit.

Jin Cheng (Fudan University)@ Fukuoka, Japan CCPF model for flows in karst aquifers 4 / 46
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Simplified model

The classic discrete model

Figure: The discrete 2-D CCPF model of the karst aquifers.
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The classic discrete model

Geology description

hm, hc the hydraulic head in the matrix and conduit;

fm, fc the recharge rate to the matrix and conduit;

K the hydraulic conductivity;

S the storativity of the water;

Qij the flow rate from node j to node i;

D the Poiseuille constant.

Hydraulic head hm = z+ pm
ρg

z relative depth;

pm dynamic pressure;

ρ the density;

g gravitational acceleration.

Jin Cheng (Fudan University)@ Fukuoka, Japan CCPF model for flows in karst aquifers 6 / 46
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Introduction Forward Model Inverse Problems Summary and References

The classic discrete model

MODFLOW-2005: US Geologyical Survey’s Software

∇ · (K∇hm)−Γex + fm = S
∂hm

∂ t
, (conservation of mass);

∑
j

Qij +qex,i + fc,i = 0, (Kirchhoff’s law).

Γex = ∑
i

δ (x−xi)qex,iV
−1,

qex,i = αex,i(hm,i−hc,i),

Qij = −D
hc,i−hc,j

Lij

, (Poiseuille flow formula).

Jin Cheng (Fudan University)@ Fukuoka, Japan CCPF model for flows in karst aquifers 7 / 46
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The continuous model

2-D continuous steady model

−∇ · (K∇hm) = −α(hm−hc)δΩc
+ fm in Ωm

− ∂
∂τ (D ∂hc

∂τ ) = α(hm|Ωc
−hc)+ fc, in Ωc

3-D continuous steady model

−∇ · (K∇hm) = −α(hmδΓ −hcδΓ)/|Γx|+ fm in Ωm

− ∂
∂τ (D ∂hc

∂τ ) = α( 1
|Γx|

�

Γx
hmdlx−hc)+ fc, in Ωc

References: Hua (2009), Wang (2010), Cao,Gunzburger,Hua,Wang (2011)

Jin Cheng (Fudan University)@ Fukuoka, Japan CCPF model for flows in karst aquifers 8 / 46
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Analysis of the forward model
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Analysis of the forward model

The forward model

�

−∇ · (K∇hm) = −α(hm−hc)δΩc
+ fm in Ωm,

− ∂
∂τ (D ∂hc

∂τ ) = α(hm|Ωc
−hc)+ fc, in Ωc

where δΩc
is the Dirac delta function concentrated on Ωc and α(s) is

the exchange function such that α(s) ∈ L∞
+(Ωc) where s presents the

arc length variable along the conduit Ωc.

Jin Cheng (Fudan University)@ Fukuoka, Japan CCPF model for flows in karst aquifers 11 / 46
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Bilinear form

Denoting h′c :=
∂hc
∂x

, we define a bilinear form a(·, ·) of the system on H×H

with H := H1
0(Ωm)×H1

0(Ωc) as follows:

a(h,v) :=

�

Ωm

K∇hm(x,y) ·∇vm(x,y)dxdy

+
� L

0

Dh′c(s(x))v
′
c(s(x))

�

1+[ψ ′(x)]2
dx

+
� L

0
α(s(x))(hm(x,ψ(x))−hc(s(x)))vm(x,ψ(x))

�

1+[ψ ′(x)]2dx

−
� L

0
α(s(x))(hm(x,ψ(x))−hc(s(x))vc(s(x)))

�

1+[ψ ′(x)]2dx

where h = (hm,hc) ∈ H and the test functions v = (vm,vc) ∈ H. The weak

solution yields

a(h,v) = �fm,vm�L2(Ωm) + �fc,vc�L2(Ωc)

for all v ∈ H.

Jin Cheng (Fudan University)@ Fukuoka, Japan CCPF model for flows in karst aquifers 12 / 46
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Existence of the forward model

Existence

Assume that fm ∈ H−1(Ωm), fc ∈ H−1(Ωc) and α ∈ L∞
+(Ωc). Then the

weak solution h of uniquely exists and satisfies the estimation

�h�H ≤ C(�fm�H−1(Ωm) +�fc�H−1(Ωc)
)

where C is a constant independent of fm and fc.

Sketch of the proof [Hua(2009), Cao,Gunzburger,Hua,Wang (2011)]

Coercivity of the bilinear form

a(h,h) ≥
�

Ωm

K∇hm(x,y) ·∇hm(x,y)dxdy+
�

Ωc

D

�

dhc(s)

ds

�2

ds.

The rest of the proof follows the Lax-Milgram theorem and the trace

theorem.
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Regularity of the forward model

Regularity

Assume that fm ∈ H− 1
2 (Ωm), fc ∈ L2(Ωc) and α(x) ∈ L∞

+(Ωc). Then the

weak solution h satisfies h ∈ H
3
2
−ε(Ωm)×H2(Ωc) for all ε ∈ (0, 1

2
) and

�h�
H

3
2
−ε

(Ωm)×H2(Ωc)
≤ C(ε)(�fm�

H
− 1
2
(Ωm)+�fc�L2(Ωc)

).

Consequently, hm|Ωc
∈ H1−ε(Ωc).

Why the low regularity? [Hua(2009), Cao,Gunzburger,Hua,Wang (2011)]

By taking the test function vc in the conduit identically to zero in the weak

form, we obtain the following weak form for h such that

�

Ωm

K∇hm(x,y) ·∇vm(x,y)dxdy = −
�

Ωc

α(s)(hm|Ωc
−hc(s))vm|Ωc

ds

+
�

Ωm

fmvmdxdy, ∀vm ∈ H1
0(Ωm).

Jin Cheng (Fudan University)@ Fukuoka, Japan CCPF model for flows in karst aquifers 14 / 46
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Sketch of the proof II

Why the low regularity? Cont.

From the assumption that fm ∈ H− 1
2 (Ωm), hc ∈ H2(Ωc) and α(s) ∈ L∞

+(Ωc), we
know that for all vm ∈ H1

0(Ωm) there holds

�

Ωc

α(s)(hm|Ωc
−hc(s))vm|Ωc

ds≤ C(�hm�L2(Ωc) +�hc�L2(Ωc))�vm�L2(Ωc)

≤ C(ε)(�hm�H1(Ωm) +�hc�L2(Ωc))�vm�H
1
2

+ε (Ωm)
.

One can observe that
�

Ωc
α(s)(hm|Ωc

−hc(s))vm|Ωc
ds defines a bounded linear

functional α(s)(hm|Ωc
−hc(s)) ∈ H− 1

2
−ε (Ωm) on H

1
2
+ε

0
(Ωm) and

�α(s(x))(hm(x,ψ(x))−hc(s(x)))�
H

− 1
2
−ε (Ωm)

≤ C(ε)(�hm�H1(Ωm) +�hc�L2(Ωc)).

One then concludes that the righthand side of the first equation

−α(hm−hc)δΩc
+ fm ∈ H−1/2−ε (Ωm). By the elliptic regularity in domain with

corners, we conclude that hm ∈ H3/2−ε (Ωm). Consequently, by the trace

theorem, hm|Ωc
∈ H1−ε (Ωc) since ε ∈ (0,1/2).
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Local regularity

Darcy law

v = −K∇hm

where v denotes the seepage velocity of fluid flows in the matrix.

Local regularity

Assume that fm ∈ L2(Ωm), fc ∈ L2(Ωc), α(x) ∈ L∞
+(Ωc) and each

component in K belongs to C1(Ω̄m). Suppose h ∈ H be the weak

solution with homogeneous Dirichlet boundary conditions. Then for

each open set V ⊂ Ωm with V ∩Ωc = /0 we have the local regularity

such that hm ∈ H2(V).

Jin Cheng (Fudan University)@ Fukuoka, Japan CCPF model for flows in karst aquifers 16 / 46
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Local regularity

Sketch of the proof

By taking the test function vc in the conduit identically to zero in the weak

form, we obtain the following weak form for h such that

�

Ωm

K∇hm(x,y) ·∇vm(x,y)dxdy = −
�

Ωc

α(s)(hm|Ωc
−hc(s))vm|Ωc

ds

+
�

Ωm

fmvmdxdy, ∀vm ∈ H1
0(Ωm).

Take

vm := −D
−l
k (η2

D
l
khm)

where D l
khm denotes the difference quotient. For V ⋐ W ⋐ Ωm and

W ∩Ωc = /0, we have

�

Ωm

K∇hm(x,y) ·∇
�

−D
−l
k (η2

D
l
khm)

�

dxdy =
�

Ωm

fm

�

−D
−l
k (η2

D
l
khm)

�

dxdy.
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Analysis of the forward model

Figure: Singular points for the Neumann boundary conditions
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Example 1 with Dirichlet boundary conditions

Ωm = (0,1)× (−1/2,1/2), Ωc = (0,1)×{0};

K = diag{1,1}, D = 1, α = 1;

hm = sin(2πx)(max{y,0}+1) and hc = 2sin(2πx).

Figure: Left: the domain and mesh. Middle: the FEM solution of hm. Right:

the error between the FEM solution and the exact solution
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Example 2 with Dirichlet boundary conditions

Ωm = (0,1)× (−1/2,1/2), Ωc are two half spheres;

K = diag{1,1}, D = 1, α = 1;

hm = sin(2πx)(max{y,0}+1) and hc = 2sin(2πx).

Figure: Left: the domain and mesh. Middle: the FEM solution of hm. Right:

the error between the FEM solution and the exact solution
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Inverse Problems

J. B. Keller. Inverse problems. Am. Math. Mon., 83:107–118, 1976

”We call two problems inverses of one another if the formulation of

each involves all or part of the solution of the other. Often, for

historical reasons, one of the two problems has been studied

extensively for some time, while the other is newer and not so well

understood. In such cases, the former problem is called the direct

problem, while the latter is called the inverse problem.”
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IP (Determining the exchange rate function α(x))
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Cauchy data

Cauchy data

We assume, at part of the matrix boundary ∂Ωm, the following

Cauchy boundary data

hm(0,y)|Γ = p(y)|Γ,

∂hm(x,y)

∂x
|Γ = q(y)|Γ,

where Γ is chosen as a part of the y-axis such that

Γ := {0}× (−M,0)∪ (0,M).
The Cauchy data at the conduit boundary Ωc are assumed to be

known similarly i.e.

hc(0) = b1 and
∂hc(s)

∂τ
|s=0 = b2.
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Uniqueness theorem

Uniqueness theorem

Denote k(x) = α(s(x))(hm(x,ψ(x))−hc(s(x))), if there exist two
functions k1(x) and k2(x) for the CCPF model

�

−∇ · (K∇hm) = −α(hm−hc)δΩc
+ fm in Ωm

− ∂
∂τ (D ∂hc

∂τ ) = α(hm|Ωc
−hc)+ fc, in Ωc

having the same Cauchy data, there holds k1(x) = k2(x) almost
everywhere.

Sketch of the proof

Holmgren’s theorem and the fact that

k̂(x) = k1(x)− k2(x),
�

Ωc

k̂χds = 0, for all χ ∈ C∞
0 (Ωc).
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The forward problems

ForP

�

−∇ · (K∇hm) = −α(x)(hm−hc)δΩc
+ fm in Ωm = (0,1)× (−1,1)

− ∂
∂x

(D ∂hc
∂x

) = α(x)(hm|Ωc
−hc)+ fc in Ωc = (0,1)×0

and the boundary conditions

ForPBouCond : hm|∂Ωm
= gD, hc(0) = c1, hc(1) = c2.

The goal is to identify the parameter function α(x) from additional

observations of the Neumann boundary data

K
∂hm

∂n
|Γ1 = n1(y), K

∂hm

∂n
|Γ2 = n2(y), D

∂hc

∂n
|Γ3 = c3

from Γ1 = {x = 0,y ∈ (−1,0)}, Γ2 = {x = 0,y ∈ (0,1)} and
Γ3 = {x = 0,y = 0}.
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IP (Determining the exchange rate function α(x))
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Parameter-to-output map

Nonlinear operator F

F : α →

�

K
∂hm

∂n
|x=0,y∈(−1,0),K

∂hm

∂n
|x=0,y∈(0,1),D

∂hc

∂n
(0)

�

.

Parameter to output: a compact operator

F(α) = z

where z =
�

K ∂hm
∂n

|x=0,y∈(−1,0),K
∂hm
∂n

|x=0,y∈(0,1),D
∂hc
∂n

(0)
�

.
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Linearized problem

Linearized operator F′

Consider some test function v(x), i.e. piecewise constants function for
α(x) from the parameter function space. Then, the linearization of F

at α is given by

F′ = F′(α) : v→

�

K
∂um

∂n
|x=0,y∈(−1,0),K

∂um

∂n
|x=0,y∈(0,1),D

∂uc

∂n
(0)

�

.

LinP

�

−∇ · (K∇um) = −α(x)(um−uc)δΩc
− v(x)(hm−hc)δΩc

in Ωm

− ∂
∂x

(D ∂uc
∂x

) = α(x)(um|Ωc
−uc)+ v(x)(hm|Ωc

−hc) in Ωc

with the linearized boundary conditions

LinPBouCond











um|∂Ωm
= 0,

uc(0) = 0,

uc(1) = 0.
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Adjoint linearized problem

Adjoint linearized operator

Suppose we have an element r = (r1,r2,r3) belonging to the same
space as our observation (which finally plays the role of the iterative
residual). Then, the adjoint of F′(α) satisfies

�F′(α)v,r�Γ1,Γ2,Γ3 = �v,F′(α)∗r�Ωc
.
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Adjoint linearized problem

AdjP

�

−∇ · (K∇χm) = −α(x)(χm−χc)δΩc
in Ωm

− ∂
∂x

(D ∂ χc

∂x
) = α(x)(χm|Ωc

−χc) in Ωc

with the boundary conditions

AdjPBouCond































χm|Γ1 = r1,

χm|Γ2 = r2,

χm|Γm\(Γ1∪Γ2) = 0,

χc(0) = r3,

χc(1) = 0

with Γ1 = 0× (−1,0), Γ2 = 0× (0,1).
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Iterative regularization schemes

Landweber iteration

Search for the fixed point

α = α +F′(α)∗(z−F(α)) or min�z−F(α)�2

assuming that the operator F is Fréchet differentiable. The iteration

form then is defined as follows

αk+1 = αk +F′(αk)
∗(z−F(αk)), k = 1,2, . . . .

Discrepancy principle (DP)

If the observation data contains noise, i.e. zδ = z+δξ where δ is the

noise level and ξ is a random variable, the iteration will terminate at

k∗ = k∗(δ ,zδ ) step when the following criterion is satisfied

�zδ −F(αk∗+1)� ≤ τδ < �zδ −F(αk∗)�

with τ ≥ 1.
Jin Cheng (Fudan University)@ Fukuoka, Japan CCPF model for flows in karst aquifers 33 / 46
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Case study

The forward problem

ForP

�

−∆hm = −α(x)(hm−hc)δΩc
+ fm in Ωm = (0,1)× (−1,1)

− ∂ 2hc
∂x2

= α(x)(hm|Ωc
−hc)+ fc in Ωc = (0,1)×0

with exact exchange function α†(x) = 2+ sin(πx). Other functions are

hc(x) = 2sin(πx) in x ∈ (0,1);

hm(x,y) = sin(πx) in (x,y) ∈ (0,1)× (−1,0);

hm(x,y) = (−(2+ sin(πx))y+1)sin(πx) in (x,y) ∈ (0,1)× (0,1).

Initial guess

In all numerical tests, we choose the initial guess α0 = 2.
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IRGNM algorithm

IRGNM iteration

The idea of the iteratively regularized Gauss-Newton method

(IRGNM) is to find the next iteration solution αk+1 minimizing the

following functional

ϕ(α) := �z−F(αk)−F′(αk)(α −αk)�
2 + εk�α −α0�

2.

In an equivalent form (Euler equation), we obtain the iteratively

regularized Gauss-Newton method

αk+1 = αk +(F′(αk)
∗F′(αk)+ εkI)

−1(F′(αk)
∗(z−F(αk))+ εk(α0−αk))

where I is an identity matrix and εk is the regularization parameter.
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Extended results: decoupling

Decoupled CCPF model

Assume the exchange coefficient function α(x) = α with a constant α > 0,

Ωm := (0,L)× (−M,M) and Ωc := (0,L)×{0}. The forward CCPF model with

K = diag(1,1) and D = 1 yields

�

−△hm = −α(hm−hc)δΩc
+ fm in Ωm,

− ∂
∂x

( ∂hc
∂x

) = α(hm|Ωc
−hc)+ fc, in Ωc.

Additionally, assume the Dirichlet boundary condition of Ωm and Ωc such that

hc(0) = hm(0,y) = b0,

hc(L) = hm(L,y) = b1,

hm(x,−M) = b0 +
x

L
(b1−b0), hm(x,M) = b0 +

x

L
(b1−b0),

then there holds hm(x,y)|Ωc
= hc(x) almost everywhere along the conduit Ωc.
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Extended results: conduit uniqueness

Uniqueness of the conduit

Under appropriate assumptions, if two conduits have the same Cauchy data

for hm,i at the boundary Γ := {0}× (−M,0)∪ (0,M) such that

hm,i(0,y)|Γ = p(y)|Γ,

∂hm,i(x,y)

∂x
|Γ = q(y)|Γ,

moreover, assume that hm|Ωc
(x) �= hc(x) almost everywhere, there holds

Ωc,1 = Ωc,2. Additionally, if the Cauchy data for hc(s) at s = 0 is known, namely,

hc(0) = b1 and
∂hc(s)

∂τ
|s=0 = b2,

simultaneously we obtain α1(s) = α2(s) almost everywhere along the conduit.

Jin Cheng (Fudan University)@ Fukuoka, Japan CCPF model for flows in karst aquifers 43 / 46

Introduction Forward Model Inverse Problems Summary and References

Summary

1 Introduction of the CCPF model;

2 Forward problems:

Well-posedness and simulation of the model;

3 Inverse problems:

Uniqueness and reconstruction of the exchange rate function.
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Fig.1  Japan and world maps of earthquake distribution.  
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Fig.5   Restoration mapping of Parametric Projection filter. 
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Fig.6  6 kinds of frame model used in experiments to measure observation data.  
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Fig.7 Experimental modal analysis system (EMA).    Fig.8 Frequency Response  

                                                      Function obtained by EMA. 
 

(31) Table 1
table 2

 
Table 1 Natural frequencies calculated by Eq.(32).         Unit (Hz)  

Reduce Original 1st  Story 2nd Story 3rd Story 4th Story 5th Story

1st Mode 7.708 6.578 6.737 6.988 7.301 7.585 

2nd Mode 22.501 20.232 22.192 21.355 19.349 19.969 

3rd Mode 35.470 33.526 33.323 31.673 35.002 30.965 

4th Mode 45.566 44.483 40.787 44.926 41.892 42.731 

5th Mode 51.970 51.630 50.430 48.256 49.470 51.127 

 
  Table 2 Natural frequencies measured by EMA.          Unit (Hz) 

Reduce Original 1st  Story 2nd Story 3rd Story 4th Story 5th Story

1st Mode 7.970 6.760 6.902 7.185 7.516 7.781 

2nd Mode 23.452 20.701 22.684 22.097 20.057 20.820 

3rd Mode 37.532 35.130 34.963 33.177 36.687 32.534 

4th Mode 48.859 47.080 42.997 47.567 44.179 45.114 

5th Mode 56.159 55.195 53.586 51.679 52.751 54.470 

5.1 
Fig.9 (KF) 1 3 50

02MK (31) 
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(a) Damaged at 1st story 

(b) Damaged at 3rd story 

Fig.9 Results calculated by KF on damage grade with 50% at 1st and 3rd stories.  
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5.2
(VPPF)

1
2 1 3 50

Fig.10 Fig.11

(a) Damaged at 1st story 

(b)Damaged at 3rd story 

Fig.10 Results calculated by VPPF on damage grade with 50% at 1st and 3rd stories.
(Case where was calculated by using 1st mode) 
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(a) Damaged at 1st story 

(b) Damaged at 3rd story 

Fig.11 Results calculated by VPPF on damage grade with 50% at 1st and 3rd stories.
(Case where was calculated by using 2st mode) 
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1. Introduction to inverse problems
Inverse problem?

• Determine ”Cause” from ”Result”
• Determine ”Future” from ”Past”: forward

problem
Determine ”Past” from ”Future”: inverse
problem
• useful for better prediction,

identification of physical parameters
• Theoretical subjects: uniqueness, stability

• Numerical subject:
Robust numerical methods against data
errors
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Example: archaeologoical IP
∂tu(x, t) = ∂2

x
u, 0 < x < 1, t > 0,

u(0, t) = u(1, t) = 0.

IP: u(x, T) =⇒ u(·, t0)

Here 0 ≤ t0 < T: once upon a time

Uniqueness: OK
Stability: NO in general
un(x, t) := e−n2π2t sin nπx,
un(·, T) → 0 but un(·, 0) �→ 0.

Conditional stability:
Restored stability under a priori bound

• Hölder stability: For t0 > 0, ∃C, θ ∈ (0, l) s.t.
�u(·, t0)�L2(0,1) ≤ C�u(·, T)�θ

L2(0,1)

• Logarithmic stability:

�u(·, 0)�L2(0,1) ≤ C
�

log 1
�u(·,T)�L2(0,1)

�−θ

where �∂2
x
u(·, 0)�L2(0,1) ≤ M: a priori bound.
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Lipschitz stability >> Logarithmic stability
But
Lipschitz stability: 1080× Data
Logarithmic stability: 10−80(log 1

Data )−1

Which is better? Better stability for inverse

problem→ good
Bad stability→ not be disappointed!

Conditional stability =⇒

• How to choose admissible set of unknowns
• Balance between accuracy of available data

and conditional stability:
For bad stability, it is meaningless to find
highly accurate data
• Giving guideline in choosing optimal mesh

size, regularizing parameters, etc.
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Available data for inverse problem are limited
=⇒We cannot expect high accuracy in
numerics for inverse problems
=⇒We should not rely only on one method,
but we should use suitable a priori knowledge
or empirical knowledge

2. Inverse source problem of
pollution

∂tu(x, t) = ∆u+µ(t) f (x), x ∈ Ω, 0 < t < T,
B.C.∂νu + σ(x)u = 0 on ∂Ω, σ ≥ 0

u(·, 0) = 0

D := {x ∈ Ω| f (x) � 0} ⊂⊂ Ω
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IP 1: determine µ(t)

I. Data: u(x0, t)

G(x, t): Green function for ∆ with B.C.
u(x, t) =

� t

0

�

Ω
G(x − y, t − s)µ(s) f (y)dyds

w(x, t) :=
�

Ω
G(x − y, t) f (y)dy

=⇒ u(x0, t) =
� t

0
w(x0, t − s)µ(s)ds, 0 < t < T

Uniqueness for general µ by data over (0, T)?

1. Stability for µ ≥ 0

Key lemma (reverse Hölder inequality)
Let p ≥ 1, 0 ≤ λ, µ in (0, T)

Then:

�µ�Lp(0,T)�λ�Lp(0,δ) ≤ M
2p−2

p �µ ∗ λ�
1
p

L1(0,T+δ)

(Saitoh-Vu-Yamamoto: 2002)
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Theorem 1
x0 ∈ Ω: arbitrary,
f ≥ 0,� 0, ∈ C∞[0,∞)

Assume µ ≥ 0. Then for any δ > 0,

�µ�Lp(0,T) ≤ Cδ�u(x0, ·)�
1
p

L1(0,T+δ)

Remark: OK for f (x0) = 0← monitor away
from source
Proof: Set λ(t) = w(x0, t) in key lemma.

2. Stability by monitor inside of source
Let f (x0) � 0.

u(x0, t) =

� t

0

w(x0, t − s)µ(s)ds, 0 < t < T.

f (x0) � 0 −→ w(x0, t) > 0, 0 ≤ t ≤ T.
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∂tu(x0, t) = w(x0, 0)µ(t)+

� t

0

∂tw(x0, t−s)µ(s)ds,

where w(x0, 0) = f (x0) � 0.
=⇒ Volterra equation of second kind

Theorem 2 Let ∆ f ∈ L∞(Ω). Then
�µ�L2(0,T) ≤ C�u(x0, ·)�H1(0,T).

3. Stability by monitor outside of source in
a special case: Let f (x0) = 0

Theorem 3 Let n ≤ 3

Ω = R
n,U = {µ ∈ C[0, T]| �µ�C[0,T] ≤ M,

µ changes signs at most N-times }.

Let f ≥ 0,� 0, f ∈ L2(Rn) and
let p > 4

4−n .
Then ∀δ > 0, ∃C > 0 such that
�µ�Lp(0,T) ≤ C�u(x0, ·)�

1/pN

L1(0,T+δ)
for all µ ∈ U.
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Remark. For n ≥ 4, we assume f ∈ C∞(Rn)

and p > 1.

B. Data u(·, T)

Let supp f ⊂⊂ Ω, f ≥ 0, � 0,
µ analytic in (0,∞)

Theorem 4 (uniqueness within analytic µ)
Let u(·, T) = 0 in Ω \ supp f =⇒

µ ≡ 0
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Proof. ∂tu = ∆u in D := Ω \ supp f ,
u(·, T) = 0 in D

µ: t-analytic =⇒ u(·, t): analytic in t > 0

u(·, T) = 0 in D =⇒ ∂tu(·, T) = 0 in D =⇒ · · ·

=⇒ ∂m
t
u(·, T) = 0 in D for all m

By analyticity of u in t, we have
u ≡ 0 in D × (0,∞)

u(x0, t) = 0, ∃x0 ∈ D for 0 < t < ∞ =⇒
� t

0
w(x0, t − s)µ(s)ds = 0, t > 0

Laplace transform =⇒ µ ≡ 0

IP2. Determine f (x)

A. Data: u|∂Ω×(0,T)

Key:
∂tu = ∆u + µ(t) f (x), u(·, 0) = 0 + B.C.
∂tz = ∆z, z(·, 0) = f + B.C.
=⇒ u(x, t) =

� t

0
µ(t − s)z(x, s)ds
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Theorem 5
Let µ(0) � 0, Γ ⊂ ∂Ω: any subboundary
Then u = 0 on Γ × (0, T) =⇒ f = 0

Bad stability (logarithmic rate)

B. Data: u(·, T)

Theorem 6
Let µ ≥ 0,� 0.
Then u(·, T) = 0 in Ω =⇒ f = 0
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Notation

� f�L2(Ω) =

��

Ω

| f (x)|2dx

�1/2

( f, g) =

�

Ω

f (x)g(x)dx.

Proof: λn: eigenvalue of −∆ with B.C.
including multiplicities
ϕn: eigenfunction for λn, �ϕn�L2(Ω) = 1. Then
u(x, t) =

�∞

n=1

� t

0
e−λn(t−s)( f, ϕn)ϕn(x)µ(s)ds

u(·, T) = 0 =⇒
�∞

n=1
e−λnT

�� T

0
eλnsµ(s)ds

�

( f, ϕn)ϕn(x)

= 0, x ∈ Ω.
µ ≥ 0,� 0 =⇒

� T

0
eλnsµ(s)ds � 0

=⇒ ( f, ϕn) = 0 for all n =⇒ f = 0
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General µ(x, t): Let µ(·, T) > 0 on Ω.
Then IP =⇒
f =

−∆u(·,T)

µ(·,T)
+ Kf

Here K : L2(Ω) → L2(Ω) is compact
=⇒ Fredholm equation of second kind

• uniqueness implies the well-posedness
• generic well-posedness in some

parameters
(⇐ Analytic Fredholm perturbation
theorem)

3. Inverse problem for
diffusion-refloating

– cesium-137
– Asian Dust (Yellow sand)
– pollen
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Field-data around  Chernobyl  and
Fukushima

2

It is difficult to make long-term simulation of diffusion of cesium:
Consider wind and re-floating in each mesh (a few km X km)

cesium-237: ∼ 30 years (half-life period)
=⇒ serious effect to the health

Previous model for diffusion of density
C1(x, t) of cesium-137

∂tC1(x, t) = a∂xC1 − λdecC1

Here a: wind, λdec: decay constant
=⇒ not good matching

We must consider re-floating
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Model for diffusion-reloating
C1(x, t); density of cesium in the air
C2(x, t): density of cesium on the ground
λdown(t): deposit rate of cesium in air to
ground
λup(t): re-floating rate of cesium on ground
to air

∂tC1(x, t) = a∂xC1−λdecC1−λdownC1+λupC2

∂tC2(x, t) = −λdecC2 + λdownC1 − λupC2

λup(t): important for estimating interior
exposure to radiation (i.e., from mouth into
body)

risk of interior exposure >> risk of exterior
exposure

Inverse problem
Determine λup(t) (and λdown(t)).
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Empirical formula

λup(t) ∼ t−4/3

Application: determine when explosion
occurred

Inverse problem
∂tuk = a∂xuk − (λk(t) + b1)uk + µk(t)vk,
∂tvk = λk(t)uk − (µk(t) + b0)vk,

0 < x < L, 0 < t < T, k = 1, 2,
uk(x, 0), vk(x, 0): given

Take difference
u = u1 − u2, v = v1 − v2,
f = λ1 − λ2, g = µ1 − µ2

=⇒
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∂tu = a∂xu−(λ1+b0)u+µ1v− f (x)u2+g(t)v2,
∂tv = λ1u− (µ1 + b0)v+ f (x)u2 − g(t)v2(x, t),

u(x, 0) = v(x, 0) = 0

Inverse problem:
Given x0 ∈ (0, L), determine f (t), g(t) by
u(x0, t), v(x0, t), 0 < t < T.

Result I
y1, y2 ∈ (0, L): given monitor points.
Assume

det
�

u2(y1, t) u2(y2, t)

v2(y1, t) v2(y2, t)

�

� 0, 0 ≤ t ≤ T,
=⇒

given t0 ∈ (0, T), ∃ C > 0, θ ∈ (0, 1) s.t.
� f�L2(0,t0) + �g�L2(0,t0)

≤ C
�
�2

k=1
�u(yk, ·)�L2(0,T) + �v(yk, ·)�L2(0,T)

�θ

under boundedness assumption on f, g.
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Result II
y1 ∈ (0, L): given monitor point. Assume
v2(y1, t) � 0, 0 ≤ t ≤ T

given t0 ∈ (0, T), ∃ C > 0, θ ∈ (0, 1) s.t.

� f�L2(0,t0) ≤

C�u(y1, ·)�L2(0,T) + �v(y1, ·)�L2(0,T))
θ

under boundedness assumption on f, g.

Key to Proof
Carleman estimate:
L2-weighted estimate with large parameter

Modification of methodology
by Bukhgeim-Klibanov (1981)
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Same method for
Inverse Problem: u(x0, ·) −→ f (t)

Here
∂2

t
u =
�n

i, j=1
∂i(aij(x)∂ ju) + f (t)R(x, t)

u, ∂tu at t = 0

Concluding remarks
Inverse problems for risk management with
radiation contamination
– Theoretical:

completed: various conditional stability
– Numerics: under work
– Laboratory experiment (e.g., wind tunnel

test):
not yet

– Real data: not yet
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Inverse problems in Magnetic Resonance Imaging (MRI)

Shin-ichi Urayama
Human Brain Research Center, Graduate School of Medicine, Kyoto University

1. Introduction
 MRI, magnetic resonance imaging, is one of medical techniques for taking cross-sectional images 
non-invasively. The scanner is non-radiative and can provide various kinds of bio-medical information, not 
only anatomical structure but functional information (metabolism, blood flow, brain activity, cell viability 
and so on, as shown in Fig.1). Because of these distinct advantages, MRI scanners have been spread many 
hospitals all over the world.
 Like as another non-destructive scanners, the algorithm of MR image reconstruction is an inverse 
problem. Although the problem is known to be based on Fourier transfer (FT) in general, recent strong 
demands for scan time shortening push non-FT based image reconstruction. Here, I introduce reconstruction 
problems in MRI from principles to recent trend.

Fig.1  MRI scanner and variety of MR images.

2. Principle of MRI
 Principle of MRI is based on Nuclear Magnetic Resonance (NMR) phenomenon. NMR is one of 
resonance phenomena in which a mass of nulei in magnetic field resonates with an electromagnetic (EM) 
wave, like a tuning fork does with a sound wave. Although exact understanding of this phenomenon needs 
quantum physics, an intuitive explanation based on classical mechanics is possible as below.
 When a mass of nuclei is in a static magnetic field, it is magnetized and a magnetization vector 
parallel to the magnetic field is produced. This vector resonates with an EM wave like a tuning fork (Fig.2).

Fig.2 Like a tuning fork, MRI is based on a resonance effect (NMR effect).
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 A tuning fork has a resonance frequency because of its U-shape. Similarly, a magnetization vector also 
has because it is spinning, more precisely, it has an angular momentum. If the vector does not spin, an EM 
wave with any frequency works as a magnetic vibrator and the vector starts to vibrate with the same 
frequency. However, because of the low of conservation of angular momentum, the spinning vector is not 
effected by a magnetic vibrator in general and can be effected only by that whose frequency is the same as 
the angular frequency. This means that NMR phenomenon has a frequency selectivity property and its 
resonance frequency is known to be proportional to strength of the magnetic field B, that is, the resonance 
frequency ω  is given by 

 ω = γ B  (1)

where γ  is so-called gyromagnetic ratio, a constant specific for each nucleus (for example, 4.26 x 107 Hz/T 
for hydrogen nucleus, i.e., proton). Therefore, a specific nuclei can be "excited" with the corresponding 
resonance frequency. And, if there is linear magnetic field gradient, a slice or slab volume perpendicular to 
the gradient direction can be excited, that is, "slice-selection".
 A difference between tuning fork and magnetization vector is that a vector effected by the magnetic 
vibration does not vibrate but precess like a spinning top (Fig.3), because of the spinning property. Then, 
when the spinning vector M is tilted from the rotation axis (parallel to B and conventionally it's set to Z-
axis), the vector in precession has a rotating component Mxy with rotating frequency of ω , and the 
component causes an EM wave of which frequency is also ω . This EM wave can be detected with a receiver 
antenna (so-called a receiver coil) before the vector goes back to its initial state. This is so-called NMR 
phenomenon and the detected signal is called NMR signal.

Fig.3  A magnetization vector in static magnetic field precesses like a spinning top.

 Since NMR signal is coherent (the precessions are synchronized), position information of the signal 
source must be encoded in order to reconstruct an image (= spatial distribution of the signal). Interestingly, 
the precession frequency (= frequency of the EM wave) can be changed by modifying the local magnetic 
field and this characteristic is applied to the encoding by using so-called a gradient coil. 
 Gradient coil, a hardware differentiating MRI from NMR, is consist of X/Y/Z coils producing linear 
magnetic field modulation along each direction (Fig.4). When the coefficients of produced linear modulation 
along each direction is G = (Gx, Gy, Gz), the resultant magnetic field B(r) at position r is given by

 B r( ) = B0 +G ⋅ r  (2)
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where B0 is the magnetic field strength at the origin of the MRI coordinate. Since the frequency of the NMR 
signal is proportional to local magnetic field as shown in eq.1, a linear gradient G being produced for △t  
causes relative phase modulation φ r( )  given by

 φ r( ) = 2πγ G ⋅ r( )△t  (3)

Fig.4  Gradient coil produces linear magnetic field modulations along three orthogonal directions 
and makes linear spatial modulation of precession frequency.

Fig.5  Spatial phase modulation and the corresponding time course of pulse gradients. Top row shows phase 
modulation changes without Y-gradient pulses and middle row does those with only single Y-gradient pulse. 

As shown in bottom row, phase modulation can be controlled with numbers of gradient pulses in two 
directions, kx and ky.
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 Now let's consider a rectangular solid region covering the target object centered at the origin. The 
three orthogonal unit vectors are ej (j=1,2,3) and the corresponding length, number of voxels and gradient 
coefficients are lj, nj and gj respectively, where they are satisfying

 γ gjl j△t = 1 j = 1,2,3( )  (4)

When three pulse gradient along the ej directions are generated with the strengths of kjgj, the resultant 
relative phase shift is given by (Fig.5)

 

φ r,k( ) = 2πγ △t k jgj e j ⋅ r( )
j=1

3

∑

= 2π
kj e j ⋅ r( )

l jj=1

3

∑
 (5)

Considering that a Cartesian coordinate r' based on ej gives r as 

 r = ′rj l j n j( )e j
j=1

3

∑  (6)

detected NMR signals are expressed by

 
 S k( ) = Mxy ′r( )∫∫∫ exp 2π i

k j ′rj
njj=1

3

∑











d ′r1d ′r2d ′r3  (7)

where Mxy(r') is the rotating component of the magnetization vector. This equation shows that NMR signal 
distribution Mxy(r') and detected signal S(k) (this raw data volume is so-called "k-space") are linked with 
discrete Fourier transform (DFT) and so the MR image can be obtained by applying inverse DFT to the 
signal.
 This is the principle of MR imaging and image reconstruction.

Fig.6  K-space and time courses of gradient pulses in basic sequences. Generally k-space is filled line by line 
with changing strength of Y-gradient pulses and in each line scanning, to refocus spin phase at the center of 

the line, an inverted gradient pulse is applied just before data acquisition. Phase modulation patterns 
corresponding to k-space positions assigned by red circles are shown at the left side of k-space.
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3. Recent non-FT reconstruction
 Although DFT based reconstruction is a very easy solution in MRI, scan time for filling all of k-space 
is too long in clinical exams. Recent improvement of calculation speed allows non-FT based reconstruction 
algorithms based on sparsely sampled data for shortening scan time. And now there are mainly two ways, 
arbitrary trajectory method (or non-Cartesian method) [1] and parallel imaging [2].
 Considering redundancy in MR images (for example, high correlation between neighboring pixel 
values, signal void in background region and so on), there can be some reconstruction algorithms based on 
sparsely sampled data, including data at non-integer kj point in k-space. 
 Since duration for measuring single data point in k-space is sufficiently shorter comparing with NMR 
signal decay, a handred to a few thousand of data points are measured successively after each excitation 
along a trajectory in k-space. Generally the trajectory is parallel to a side of the rectangular k-space, but in 
arbitrary trajectory method, various kind of sampling trajectories in k-space are adopted as shown Fig.7. 
These arbitrary trajectories are effective to reduce the number of data points in k-space without hamparing 
the reconstructed image.

  

Fig.7  Various trajectories in k-space, conventional (left), radial (middle) and spiral (right).

 In parallel imaging, inhomogeneous sensitivity distributions of receiver coils are utilized for additional 
spatial information. Generally, a large receiver coil covers large area with homogeneous sensitivity, but 
signal to noise ratio (SNR) is low. Therefore, to cover large area with maintaining sufficient SNR, a number 
of small coils (so-called phased-array coil) arranged to cover the target region are used (Fig.8). 
 In standard usage, an inhomogeneous image is reconstructed with each coil data and then all images 
are summed up to the final image. However, if the sensitivity map of each small coil is known, that is 
applicable as spatial information addition to that by the gradient based phase encoding explained in the 
previous section.
 Although DFT can not be applied in these methods, these are still linear systems. Now let m be a 
vector of discretized Mxy(r') of which the size is n1n2n3 and s be that of S(k) of the size ncnk, where nc is the 
number of the receiver coils and nk is the number of the data points measured in the k-space. Then, the 
system is given by

 s = Em  (8)

where E is the ncnk × n1n2n3 matrix representing gradient and coil encoding, given by

 E q,p( ),ρ = exp 2π i k p ⋅ ′rρ( ){ } ⋅Cq ′rρ( )  (9)

 1≤ q ≤ nc ,1≤ p ≤ nk ,1≤ ρ ≤ n1n2n3( )

where kp is the p-th position of the measured data point in the k-space, ′rρ  is the normalized ρ -th voxel 
position ′rρ j = ′rρ j n j  and Cq ′rρ( )  is the complex sensitivity of the q-th coil. 
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 The image reconstruction is the inverse problem of Eq.8. Since often ncnk exceeds n1n2n3, this inverse 
problem is underdetermined so that additional constraints, like noise level optimization, are necessary. And 
because of the large matrix size and necessity for rapid reconstruction in clinical exams, this is solved with 
iterative ways based on the conjugate gradient [1] or recently compressed sensing approaches [3,4].

Fig.8  Two reciver coil system and inhomogeous images obtained from individual coils. (From fig. 5 in ref. 2)

4. Discussion
 Image reconstruction algorithms in MRI including recent non-FT ones are described. As shown, they 
are basically linear systems and so many techniques have been proposed. However, the non-FT based 
algorithms are based on iterative ways with optimization and, that means, resultant images depend on the 
energy function of the optimization algorithm. Considering that clinically it is important that a contrast 
should be imaged if it exists and that it should not if it does not, these solutions are intuitively problematic 
because the best energy function is unknown and because there is no guarantee on the importance.
 Another recent interesting trials are ones using non-linear gradient coils. A linear gradient is necessary 
for a FT-based reconstruction, but it is not for non-FT based one and the trials with non-linear gradients are 
expected that potentially they have some advantages [5-7].
 Although almost all of reconstruction algorithms in MRI are also linear systems, it must be 
considerably useful if there are analytical solutions of them.
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A numerical method for an inverse source problem for
a scalar wave equation without optimisation procedures

Takashi Ohe
Department of Applied Mathematics, Faculty of Science, Okayama University of Science

e-mail:ohe@xmath.ous.ac.jp

1 Introduction

Many important problems in engineering and sciences can be formulated as inverse problems for
partial differential equations. In practical applications of inverse problems, studies for numerical
methods are very important as well as studies for theoretical uniqueness and stability. Most of
numerical studies for inverse problems apply optimisation procedures to solve the problem. Such
approaches have some merits, for an example, we can apply well-established solver for partial
differential equations and optimisation problems. However, they have also demerits. For an exam-
ple, they are usually expensive because we have to solve partial differential equations many times
iteratively.

Since 1990s, some researchers started to study the “reconstruction formula” for the solution of
inverse problems without optimisation procedures. Such studies are developed for inverse scattering
problems and inverse source problems, and give successful results. (For inverse scattering problems,
see Ikehata[3, 4], Kirsch[5], and Potthast[11], and for inverse source problems, see El-Badia[1, 2],
Nara[7, 8], and our papers[6, 10, 9, 12].) In this paper, we discuss an inverse source problem for a
wave equation, and propose a numerical method for the problem without optimisation procedures.

2 Problem formulation

Let u be the solution of the following initial- and boundary-value problem for a three-dimensional
scalar wave equation:

1

c2
∂2u

∂t2
(x, t)−∆u(x, t) = F (x, t), x = (x1, x2, x3) ∈ Ω, t ∈ (0, T ), (1)

u(x, 0) = 0, x ∈ Ω, (2)

∂u

∂t
(x, 0) = 0, x ∈ Ω, (3)

u(x, t) = 0, x ∈ Γ, t ∈ (0, T ), (4)

where Ω ⊂ R
3 is a simply connected domain with smooth boundary Γ, c (> 0) denotes the wave

propagation speed, F (x, t) is an unknown wave source, and T > 2 · diam(Ω)/c. We consider the
problem to estimate unknown source term F (x, t) from observations of the normal derivative of
the solution u on Γ given by

φ(x, t) =
∂u

∂ν
(x, t), x ∈ Γ, t ∈ (0, T ). (5)

In this paper, we assume that the source term F (x, t) is expressed by multiple moving point sources
as follows:

F (x, t) =

M
�

m=1

λm(t)δp
m
(t)(x). (6)

Here, M is the number of wave sources, pm(·) = (pm,1(·), pm,2(·), pm,3(·)) ∈ C2([0, T ]; Ω) and
λm(·) ∈ C1(0, T ) denote the location and magnitude of m-th wave source, and δp

m

is the three-
dimensional Dirac’s delta distribution at pm. We assume that pm(t) �= pm′(t) at every instance t
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if m �= m′, and |ṗm(t)| < c, where ṗm(t) is the time-derivative of pm(t). In this case, our problem
becomes to estimate the number M locations pm(t) and magnitudes λm(t) of point sources from
φ(x, t).

Figure 1: An inverse source problem for a scaler wave equation with moving point sources.

3 Reconstruction of wave sources

In this section, we discuss a reconstruction of unknown wave sources without optimisation pro-
cedures. Our method is based on the concept of reciprocity gap, and so we first introduce the
reciprocity gap functional for scalar wave equations.

Let W be a class of complex-valued functions v ∈ H2((0, T );H2(Ω)) that satisfy the homoge-
neous wave equation:

1

c2
∂2v

∂t2
(x, t)−∆v(x, t) = 0, x ∈ Ω, t ∈ (0, T ).

The reciprocity gap functional R(·) for scalar wave equation is the linear functional on W defined
by

R(v) ≡ −

� T

0

�

Γ
φ(x, t)v(x, t)dS(x)dt+

1

c2

�

Ω

∂u

∂t
(x, T )v(x, T )dV (x)

−
1

c2

�

Ω
u(x, T )

∂v

∂t
(x, T )dV (x), (7)

where u ∈ C1((0, T );L2(Ω))∩C0([0, T ];L2(Ω)) is a weak solution of the initial- and boundary-value
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problem (1)-(4) in the sense where

1

c2

�

Ω

∂u

∂t
(x, T )v(x, T )dV (x)−

1

c2

�

Ω
u(x, T )

∂v

∂t
(x, T )dV (x)−

� T

0

�

Γ

∂u

∂ν
(x, t)v(x, t)dS(x)dt

+

� T

0

�

Ω
u(x, t)

�
1

c2
∂2v

∂t2
(x, t)−∆v(x, t)

�
dV (x)dt

=

� T

0

�

Ω
F (x, t)v(x, t)dV (x)dt, (8)

for any v ∈ H2((0, T );H2(Ω)), and φ is the observation data defined by (5). From (7) and (8), we
can establish the following relation between R(v) and the source term F (x, t):

R(v) =

� T

0

�

Ω
F (x, t)v(x, t)dV (x)dt. (9)

The equation (9) shows that the reciprocity gap functional R(v) gives some information on the
source term F (x, t), and we may reconstruct unknown source term from R(v) with suitable choice
of functions v ∈ W . In the case where the source term F (x, t) is expressed by (6), we note that
R(v) is rewritten as follows :

R(v) =

M�

m=1

� T

0
λm(t)v(pm(t), t)dt.

Now, we consider a choice of v ∈ W for the reconstruction of moving wave sources. We use the
following three sequences of functions in W with two positive parameters τ and ε:

fn(x, t; τ, ε) = ρε

�
t+

x3

c
− τ

�
(x1 + ix2)

n, n = 0, 1, 2, 3, · · · ,

gn(x, t; τ, ε) = −
∂

∂t
fn(x, t; τ, ε), n = 0, 1, 2, 3, · · · ,

hn(x, t; τ, ε) = x3

�
∂

∂x1
− i

∂

∂x2

�
fn(x, t; τ, ε)− (x1 − ix2)

∂

∂x3
fn(x, t; τ, ε),

n = 1, 2, 3, · · · ,

where ρε ∈ C∞

0 (R) denotes the mollifier function that satisfies supp ρε ⊂ [−ε, ε] and
�

R
ρε(s)ds = 1.

We note that these functions are also introduced for the reconstruction of fixed point wave sources
in our previous paper[10].

First, we show the identification of the number M of wave sources, and the reconstruction of
parameters pm,1(x, t) and pm,2(x, t). Suppose that ε ≪ 1, then we obtain the following estimate
for R(fn):

R(fn)(τ, ε) =
M�

m=1

ξm(tm(τ))λm(tm(τ))(pm,1(tm(τ)) + ipm,2(tm(τ)))
n +O(ε)

=

M�

m=1

�λm(tm(τ))(zm(tm(τ)))
n +O(ε), n = 0, 1, 2, · · · , (10)
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where

�λm(t) ≡ ξm(t)λm(t), m = 1, 2, · · · , M,

zm(t) ≡ pm,1(t) + ipm,2(t), m = 1, 2, · · · , M,

ξm(t) ≡
1

1 +
ṗm,3(t)

c

, m = 1, 2, · · · , M,

and tm(τ) is the solution of the nonlinear equation

tm(τ) +
pm,3(tm(τ))

c
= τ, m = 1, 2, · · · , M.

Since |ṗ(t)| < c, tm(τ) is uniquely determined for each τ .
For every τ , let M(τ) be the number of point sources such that λm(tm(τ)) �= 0, and suppose

that λm(tm(τ)) �= 0 for m = 1, 2, · · · , M(τ). We define L × L-matrices

HL,µ(τ, ε) =




R(fµ) R(fµ+1) · · · R(fµ+L−1)
R(fµ+1) R(fµ+2) · · · R(fµ+L)

...
...

. . .
...

R(fµ+L−1) R(fµ+L) · · · R(fµ+2L−2)


 , µ = 0, 1,

where R(fµ) = R(fµ)(τ, ε). Neglecting O(ε) term in (10), we can identify M(τ) as the maximum
integer L such that detHL,0(τ, ε) �= 0, and reconstruct zm(tm(τ)), m = 1, 2, · · · , M(τ) as eigenval-
ues of H−1

M(τ),0HM(τ),1 [1, 7]. Suppose that zm(tm(τ)) �= zm′(tm′(τ)) if m �= m′, then we can also

estimate �λm(tm(τ)), m = 1, 2, · · · , M(τ) as a solution of the system of linear equations (10) for
n = 0, 1, 2, · · · , M(τ)− 1.

Next, we consider the reconstruction of pm,3(tm(τ)), m = 1, 2, · · · , M(τ). For this purpose, we
use two kinds of reciprocity gap functionals R(gn) and R(hn). In these reciprocity gap functionals,
R(gn) are used for the identification of some working variables in the reconstruction of pm,3(tm(τ)).

Suppose that ε ≪ 1, then we obtain the following estimate for R(gn):

R(gn)(τ, ε) =

M(τ)�

m=1

(ξm(tm(τ)))
2

�
λ̇m(tm(τ))− ξm(tm(τ))λm(tm(τ))

p̈m,3(tm(τ))

c

�
(zm(tm(τ)))

n

+

M(τ)�

m=1

n(ξm(tm(τ)))
2λm(tm(τ))żm(tm(τ))(zm(tm(τ)))

n−1

+ O(ε), n = 0, 1, 2, · · · . (11)

Let

bm(tm(τ)) ≡ (ξm(tm(τ)))
2

�
λ̇m(tm(τ))− ξm(tm(τ))λm(tm(τ))

p̈m,3(tm(τ))

c

�
,

m = 1, 2, · · · , M(τ),

cm(tm(τ)) ≡ λm(tm(τ))(ξm(tm(τ)))
2żm(tm(τ)), m = 1, 2, · · · , M(τ),

and consider complex vectors

b(τ) ≡




b1
b2
...

bM(τ)


 ∈ C

M(τ), c(τ) ≡




c1
c2
...

cM(τ)


 ∈ C

M(τ), r(τ) ≡




R(g1)
R(g2)
...

R(gM(τ))


 ∈ C

2M(τ),
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where bm ≡ bm(tm(τ)), cm ≡ cm(tm(τ)), and R(gm) ≡ R(gm)(tm(τ)) for m = 1, 2, · · · , M(τ). Also
we consider 2M(τ)× M(τ)-matrices

AL(τ) ≡




1 1 · · · 1
z1 z2 · · · zM(τ)

z21 z22 · · · z2
M(τ)

...
...

. . .
...

z
2M(τ)−1
1 z

2M(τ)−1
2 · · · z

2M(τ)−1
M(τ)




,

AR(τ) ≡




0 0 · · · 0
1 1 · · · 1
2z1 2z2 · · · 2zM(τ)

3z21 3z22 · · · 3z2
M(τ)

...
...

. . .
...

(2M(τ)− 1)z
2M(τ)−2
1 (2M(τ)− 1)z

2M(τ)−2
2 · · · (2M(τ)− 1)z

2M(τ)−2
M(τ)




,

where zm ≡ zm(tm(τ)). Then, neglecting O(ε) term in (11), we obtain the following linear equation
for b(τ) and c(τ):

�
AL(τ) AR(τ)

��b(τ)
c(τ)

�
= r(τ). (12)

Assume that zm(tm(τ)) �= zm′(tm′(τ)) for m �= m′, then det
�
AL(τ) AR(τ)

�
does not vanish, and

we can obtain b(τ) and c(τ) uniquely.

Now, we reconstruct the parameter pm,3(tm(τ)), m = 1, 2, · · · , M(τ) using reciprocity gap
functional R(hn). Under the same assumption for the derivation of equation (10), we obtain the
following estimate for R(hn):

R(hn)(τ, ε) = 2n

M�

m=1

pm,3(tm(τ))ξm(tm(τ))λm(tm(τ))(zm(tm(τ)))
n−1

+
1

c

M�

m=1

(ξm(tm(τ)))
2

�
λ̇m(tm(τ))− ξm(tm(τ))λm(tm(τ))

p̈m,3(tm(τ))

c

�

×zm(tm(τ))(zm(tm(τ)))
n

+
1

c

M�

m=1

(ξm(tm(τ)))
2λm(tm(τ))żm(tm(τ))(zm(tm(τ)))

n

+
n

c

M�

m=1

(ξm(tm(τ)))
2λm(tm(τ))żm(tm(τ))zm(tm(τ))(zm(tm(τ)))

n−1

+ O(ε),

= 2n
M�

m=1

pm,3(tm(τ))�λm(tm(τ))(zm(tm(τ)))
n−1

+
1

c

M�

m=1

bm(tm(τ))zm(tm(τ))(zm(tm(τ)))
n

+
1

c

M�

m=1

cm(tm(τ))(zm(tm(τ)))
n +

n

c

M�

m=1

cm(tm(τ))zm(tm(τ))(zm(tm(τ)))
n−1

+ O(ε). (13)
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Since we have already identified M(τ), and zm(tm(τ)), �λm(tm(τ)), bm(tm(τ)), cm(tm(τ)) for m =
1, 2, · · · , M(τ), only pm,3(tm(τ)), m = 1, 2, · · · , M(τ) are unknown in (13). Let

qm(tm(τ)) ≡ �λm(tm(τ))pm,3(tm(τ)), m = 1, 2, · · · , M(τ),

and

sn(τ) ≡
1

c

M�

m=1

bm(tm(τ))zm(tm(τ))(zm(tm(τ)))
n

+
1

c

M�

m=1

cm(tm(τ))(zm(tm(τ)))
n +

n

c

M�

m=1

cm(tm(τ))zm(tm(τ))(zm(tm(τ)))
n−1,

then, we can rewrite (13) as

R(hn)(τ, ε)− sn(tm(τ)) = 2n

M(τ)�

m=1

qm(tm(τ))(zm(tm(τ)))
n−1 +O(ε), n = 1, 2, · · · . (14)

Assume that zm(tm(τ)) �= zm′(tm′(τ)) for m �= m′, and neglecting O(ε) term, we can solve equation
(14) for qm(tm(τ)) uniquely. Then pm,3(tm(τ)) can be reconstructed by

pm,3(tm(τ)) =
qm(tm(τ))

�λm(tm(τ))
, m = 1, 2, · · · , M(τ).

Finally, we estimate ṗm,3(tm(τ)) with a suitable numerical differentiation method, and we can
reconstruct λm(tm(τ)) by

λm(tm(τ)) =
�λm(tm(τ))

ξm(tm(τ))
= �λm(tm(τ))

�
1 +

ṗm,3(tm(τ))

c

�
, m = 1, 2, · · · , M(τ).

4 Numerical Experiments

In this section, we show a numerical experiment for our reconstruction method. We consider the
case where Ω is the unit ball {x | |x| = 1}, and set the wave propagation speed c = 1. Unknown
wave source consists of two point wave sources given by

Wave source 1:

p1(t) = (0.5 cos(0.2t), 0.2 sin(0.2t), 0.2 sin(0.45t)),

λ1(t) =
1

2
sin

π

9
t,

Wave source 2 :
p2(t) = (r(t) cos θ(t), r(t) sin θ(t) cos(0.7π), r(t) sin θ(t) sin(0.7π)),

θ(t) = (2π − 2θ0)t/50 + θ0, (θ0 = cos
−1 0.6875),

r(t) = 0.25/(1.0− cos(θ(t))),

λ2(t) =

�
1.0− cos (2π(t − 5.0)/19.5)) 5.0 ≤ t ≤ 24.5,
0 others.
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We show the profile of locations pm(tm(τ)) and magnitudes
�λm(tm(τ)) as blue lines in Figures 2

and 3. To give the observation data φ, we solve the initial- and boundary-value problem (1)-(4)
numerically using the boundary integral equation method, and compute φ = ∂u

∂ν
and 386 points

on Γ. We numerically add 0.1% noise to the observations φ to simulate a practical observation
situation. In the computation of reciprocity gap functionals R(fn), R(gn) and R(gn), we apply the
trapezoidal rule with respect to the longitude axis, and the Gauss-Legangdre formula with respect
to the latitude axis.

We show the estimation results of locations pm(tm(τ)) and magnitudes
�λm(tm(τ)) of wave

sources 1 and 2 as red lines in Figures 2 and 3, respectively. For the wave source 1, both of the
location and magnitude are estimated well in the whole interval [0, 40]. For the wave source 2, the
estimation result becomes bad when the source starts up (τ ∼ 6) and vanishes (τ ∼ 24), however,
the result is very good in the interval 7 ≤ τ ≤ 20. From these results, we consider that our method
gives good estimates for locations and magnitudes of unknown wave sources.

5 Conclusions

In this paper, we discuss a numerical method for an inverse source problem for three-dimensional
scalar wave equations. We assume that the source term is expressed by multiple point wave sources,
and they move around in the known domain. For the problem, we propose a method based on the
concept of reciprocity gap without optimisation procedures. We examine our method by a numerical
experiment with two wave sources, and show that our method gives a good estimation of the sources
under noisy observation conditions. We have some further works for our method, for examples,
application to limited aperture cases, and to practical problems.

Acknowledgement This work was partially supported by Grant-in-Aid for Scientific Research(C)of
JSPS KAKENHI Grant Number 23540173.
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Figure 2: Estimation results for wave source 1
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An inverse problem to detect an inclusion in a
homogeneous medium by the Dirichlet to Dirichlet

data for the heat equation

Takashi TAKIGUCHI∗ and Ryusei YAMASHITA

Abstract

We discuss an inverse problem to detect an inclusion in a homogeneous medium.
For this problem, application of the X-ray tomography being well studied, several
problems are pointed out, such as harmful influence of the X-ray on the human
body, the expensive cost of the industrial computerized tomography and so on. In
this paper, we discuss another approach to this problem where we try to apply the
heat conduction to detect an inclusion in a homogeneous medium.

Keywords: inverse problem, the heat equation

1 Introduction

In this paper, we discuss an inverse problem to detect an inclusion in a homogeneous
medium. An approach to this problem, the application of the X-ray is being studied,
where the reconstruction is performed to reconstruct the object, by its section by section.
As examples of application of the X-ray tomography, the following problems of non-
destructive testing are under investigation.

(a) Non-destructive testing for mixed materials of the two kinds

(b) Non-destructive testing for the fuel tank of the rockets

(c) Non-destructive testing for die casting of the aluminium

The problem (a) arose from the development of the three dimensional CAD system
which enables us to describe the inner structure of the pillars and the walls in the buildings.
In this problem, it is necessary to investigate the internal structure of the pillars consisted
of the steel and the aluminium, which is not clear from their production process. It seems
that it is not difficult to understand the motivation to study problems (b) and (c), which
are typical problems in non-destructive testing.

∗Supported in part by JSPS Grant-in-Aid for Scientific Research (C) 22540214. Department of Math-
ematics, National Defense Academy of Japan, 1-10-20, Hashirimizu, Yokosuka, Kanagawa, 239-8686,
JAPAN tel: +81-46-841-3810 (ext. 3249) fax: +81-46-844-5902 (shared) email: takashi@nda.ac.jp
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For the time being, the same algorithm as the computerized tomography (CT) is
applied to all of the problems, (a), (b) and (c). Since the objects in these problems are
much simpler than the interior structure of the human body, it is expected to reduce
the X-ray data for the reconstruction of the object. This problem is closely related to
the geometric tomography and there are many studies on it both in the viewpoint of
theory and in the viewpoint of application. For example, confer [1, 8, 9] for the results
in the viewpoint of theory and [2, 11, 12, 13] for the studies in the viewpoint of practical
application. Unfortunately, the results mentioned above are not still satisfactory for
practical application in view of the following points.

• In the case where we project parallel beams of the X-ray from two directions, we
can classify the shape of the inclusions into the two classes, one is the uniquely
determined ones by these data and the other is non-uniquely determined one ([8, 9,
11]). For the unique class, reconstruction formulas ([8, 11]) are given and we gave
further studies, treatment of the errors, construction of a reconstruction algorithm
and its implementation by computers and so on, satisfactory for practical application
([2, 11]). It is, however, proved that there are very few sets reconstructed by this
method ([12]) and it is not known how to find the exact two directions for the
reconstruction for the uniquely reconstructed sets, even if they exist. In addition to
them, since they apply cone beams of the X-ray in most industrial CT devices, we
have to develop the counterpart of the above theory for the cone beams.

• For general inclusions, the exact data of the beams of the X-ray for the reconstruc-
tion are not known. Needless to say their reconstruction methods, treatment of the
errors, construction of an approximate reconstruction algorithm, its implementation
by computers and so on.

There are other problems of the use of the X-ray tomography.

(d) The cost of the testing is very expensive if we apply the X-ray tomography.

(e) We cannot ignore harmful influence of the X-ray on the human body.

In order to solve the problems (d) and (e), we try another approach. We study to
detect an inclusion in a homogeneous medium applying the heat. It was M.Ikehata and
M.Kawashita [3, 4, 5, 6] who developed the study began to study to detect an inclusion
in a homogeneous medium applying the heat. They studied the following problem.

Problem 1.1. Let Ω be a bounded domain of Rn, n = 2, 3, with smooth boundary. Let
D be an open subset of Ω with smooth boundary and satisfy that D ⊂ Ω and Ω \ D is
connected. We denote the unit outward normal vectors to ∂Ω and ∂D by the same symbol
ν. Let T > 0 be an arbitrary. Given f = f(x, t), (x, t) ∈ ∂Ω × (0, T ), let u = u(x, t) be
the solution of the initial boundary value problem for the heat equation




∂tu−∆u = 0 in (Ω \D)× (0, T ),
∂νu = 0 on ∂D × (0, T ),
∂νu = f on ∂Ω× (0, T ),
u(x, 0) = 0 in Ω \D.

(1)

In this case, is it possible to reconstruct D by the boundary data u|∂Ω if we suitably
control the heat flux f?

2
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For the time being, the same algorithm as the computerized tomography (CT) is
applied to all of the problems, (a), (b) and (c). Since the objects in these problems are
much simpler than the interior structure of the human body, it is expected to reduce
the X-ray data for the reconstruction of the object. This problem is closely related to
the geometric tomography and there are many studies on it both in the viewpoint of
theory and in the viewpoint of application. For example, confer [1, 8, 9] for the results
in the viewpoint of theory and [2, 11, 12, 13] for the studies in the viewpoint of practical
application. Unfortunately, the results mentioned above are not still satisfactory for
practical application in view of the following points.

• In the case where we project parallel beams of the X-ray from two directions, we
can classify the shape of the inclusions into the two classes, one is the uniquely
determined ones by these data and the other is non-uniquely determined one ([8, 9,
11]). For the unique class, reconstruction formulas ([8, 11]) are given and we gave
further studies, treatment of the errors, construction of a reconstruction algorithm
and its implementation by computers and so on, satisfactory for practical application
([2, 11]). It is, however, proved that there are very few sets reconstructed by this
method ([12]) and it is not known how to find the exact two directions for the
reconstruction for the uniquely reconstructed sets, even if they exist. In addition to
them, since they apply cone beams of the X-ray in most industrial CT devices, we
have to develop the counterpart of the above theory for the cone beams.

• For general inclusions, the exact data of the beams of the X-ray for the reconstruc-
tion are not known. Needless to say their reconstruction methods, treatment of the
errors, construction of an approximate reconstruction algorithm, its implementation
by computers and so on.

There are other problems of the use of the X-ray tomography.

(d) The cost of the testing is very expensive if we apply the X-ray tomography.

(e) We cannot ignore harmful influence of the X-ray on the human body.

In order to solve the problems (d) and (e), we try another approach. We study to
detect an inclusion in a homogeneous medium applying the heat. It was M.Ikehata and
M.Kawashita [3, 4, 5, 6] who developed the study began to study to detect an inclusion
in a homogeneous medium applying the heat. They studied the following problem.

Problem 1.1. Let Ω be a bounded domain of Rn, n = 2, 3, with smooth boundary. Let
D be an open subset of Ω with smooth boundary and satisfy that D ⊂ Ω and Ω \ D is
connected. We denote the unit outward normal vectors to ∂Ω and ∂D by the same symbol
ν. Let T > 0 be an arbitrary. Given f = f(x, t), (x, t) ∈ ∂Ω × (0, T ), let u = u(x, t) be
the solution of the initial boundary value problem for the heat equation




∂tu−∆u = 0 in (Ω \D)× (0, T ),
∂νu = 0 on ∂D × (0, T ),
∂νu = f on ∂Ω× (0, T ),
u(x, 0) = 0 in Ω \D.

(1)

In this case, is it possible to reconstruct D by the boundary data u|∂Ω if we suitably
control the heat flux f?

2

This is an inverse problem to apply “Neumann to Dirichlet” boundary data. They
proved that the convex hull, as well as some other information, of the inclusion D is
reconstructed with the choice of a suitable adjoint solution of the heat equation.
Their theory being very excellent and beautiful as mathematical one, it seems that

there are several points to be modified in view of practical application.

• In practical application, it is not easy give the heat flux as the boundary data. In
addition to it, its observation is not easy, either.

• Though Ikehata-Kawashita controlled the input of the heat f(x, t) on the whole
boundary of Ω, in view of the practical application, it is easier to give a point source
δ(x)f(t) on the boundary.

In view of these remarks, we study the following problem.

Problem 1.2. Let Ω be a bounded domain of Rn n = 2, 3 with smooth boundary. Let
D be an open subset of Ω with smooth boundary and satisfy that D ⊂ Ω and Ω \ D is
connected. We denote the unit outward normal vectors to ∂Ω and ∂D by the same symbol
ν. Let T > 0 be an arbitrary. Given f = f(t), t ∈ ×(0, T ) and x0 ∈ ∂Ω, let u = u(x, t)
be the solution of the initial boundary value problem for the heat equation




∂tu−∆u = δ(x0)f(t) in (Ω \D)× (0, T ),
∂νu = 0 on ∂D × (0, T ),
∂νu = 0 on ∂Ω× (0, T ),
u(x, 0) = 0 in Ω \D.

(2)

In this case, is it possible to reconstruct D by the boundary data u|∂Ω if we suitably
control the heat source f(t) for all x0 ∈ ∂Ω?

It is our main purpose in this paper to study Problem 1.2. For this purpose, we apply
the idea of hyperfunctions to treat the Delta functions on the boundary ∂Ω. Even if the
reconstruction formulas for the inclusions are obtained, the known results on Problems
1.1 and 1.2 are far from being applied for practice. At the end of this paper, we mention
open problems to be solved in order that the studies of these problems should be applied
for practice.
We shall develop our theory in the following sections. In the second section, we review

the known results on Problem 1.1. We shall discuss our main problem, Problem 1.2, in
the third and fourth sections, where we shall prove our main theorems (Theorems 3.2
and 4.1). In the third section, we introduce the essential idea for our theory by studying
the one spatial dimensional case, the result of which is one of the main theorems in this
paper (Theorems 3.2). In the fourth section, we generalize the result proved in the third
section. This generalization is the other main theorem (Theorems 4.1) in this paper. In
the final section, we summarise the conclusion of this paper and mention open problems
to be solved for further development.
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2 Known results

In this section, we review the known results on the inverse problem of the heat
equation to reconstruct an inclusion in a homogeneous medium. The first study on this
problem is by M. Ikehata [4], where this inverse problem for the one spatial dimensional
heat equation is discussed applying Neumann-to-Dirichlet data on the boundary. This
idea was generalized by M. Ikehata and M. Kawashita [5, 6], which we shall review.

Theorem 2.1 (M. Ikehata and M. Kawashita [5]). Let T > 0 be an arbitrary. Given
ω ∈ Sn−1, n = 2, 3, let f be the function of (x, t) ∈ ∂Ω× (0, T ) having a parameter τ > 0
defined by the equation f(x, t; τ) = ∂νv(x)φ(t), where v(x) = e

√
τx·ω and φ ∈ L2(0, T )

satisfying the following condition: there exists µ ∈ R such that

lim inf
τ→∞

τµ

����
� t

0

eτtφ(t)dt

���� > 0. (3)

Let uf (x, t) be the weak solution of (1) with f(x, t; τ). Then there holds

lim
τ→∞

1

2
√
τ
log

����
�

∂Ω

� T

0

eτt (v(x)f(x, t; τ)− uf (x, t)∂νv(x)) dtdS

���� = hD(ω). (4)

Theorem 2.2 (M. Ikehata and M. Kawashita [6]). Let n = 3, y ∈ R, f(x, t; τ) =
∂νv(x)φ(t), where v(x; τ) =

e−τ |x−p|

|x−p| , for x ∈ Ω and p ∈ R3 \ Ω. Assume that uf (x, t) be

the weak solution of (1) with f(x, t; τ, p). Then assuming (3), one has the formula

lim
τ→∞

1

2
√
τ
log

����
�

∂Ω

� T

0

eτt (v(x; τ)f(x, t; τ, p)− uf (x, t)∂νv(x; τ)) dtdS

���� = −dD(p), (5)

where dD(p) = infx∈D |x− p|.

Theorem 2.3 (M. Ikehata and M. Kawashita [6]). Let n = 3, t ∈ R, f(x, t; τ) =
∂νv(x)φ(t), where

v(x) =

�
e
√

τ |x−y|−e−
√

τ |x−y|

|x−y| , if x ̸= y,

2
√
τ , if x = y.

(6)

Assume that uf (x, t) be the weak solution of (1) with f(x, t; τ, y). Then assuming (3),
one has the formula

lim
τ→∞

1

2
√
τ
log

����
�

∂Ω

� T

0

eτt (v(x)f(x, t; τ, y)− uf (x, t)∂νv(x)) dtdS

���� = RD(y), (7)

where RD(y) = supx∈D |x− y|.

As we can see in Theorems 2.1, 2.2 and 2.3, their theory is very excellent and beautiful
as mathematical ones, however, we cannot directly apply their theory for practice. Let
us summarise the points to be improved for practice.

4
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∂νv(x)φ(t), where v(x; τ) =
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|x−p| , for x ∈ Ω and p ∈ R3 \ Ω. Assume that uf (x, t) be

the weak solution of (1) with f(x, t; τ, p). Then assuming (3), one has the formula
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0

eτt (v(x; τ)f(x, t; τ, p)− uf (x, t)∂νv(x; τ)) dtdS
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where dD(p) = infx∈D |x− p|.

Theorem 2.3 (M. Ikehata and M. Kawashita [6]). Let n = 3, t ∈ R, f(x, t; τ) =
∂νv(x)φ(t), where

v(x) =
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√

τ |x−y|−e−
√
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2
√
τ , if x = y.
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Assume that uf (x, t) be the weak solution of (1) with f(x, t; τ, y). Then assuming (3),
one has the formula

lim
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√
τ
log

����
�
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eτt (v(x)f(x, t; τ, y)− uf (x, t)∂νv(x)) dtdS

���� = RD(y), (7)

where RD(y) = supx∈D |x− y|.

As we can see in Theorems 2.1, 2.2 and 2.3, their theory is very excellent and beautiful
as mathematical ones, however, we cannot directly apply their theory for practice. Let
us summarise the points to be improved for practice.

4

Remark 2.1.

• In practical application, it is not easy give the heat flux as the boundary data. In
addition to it, its observation is not easy, either. What we can do is to give heat
sources on the boundary and observe the temperature on the boundary.

• Though Ikehata-Kawashita controlled the input of the heat f(x, t) on the whole
boundary of Ω, in view of the practical application, it is much easier give a point
source of the form δ(x− x0)f(t) at a point x0 on the boundary.

• In Theorems 2.1, 2.2 and 2.3, it is essential to give test objects such high temperature
on the boundary that they would be melted down. This point is fatal for practical
application.

Having these remarks in mind, we shall study modification of the theory by Ikehata-
Kawashita in view of practical application in the following sections.

5
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3 Main theorem I. —One spatial dimensional case—

In this section, we try to modify Theorems 2.1, 2.2 and 2.3 for one spatial dimensional
case. Let Ω = (0, X), D = (a, b) and 0 < a < b < X. We study the one spatial
dimensional linear heat equation with the inhomogeneous term as the heat source at the
origin x = 0.




∂tu− ∂2
xu = δ(x)f(t) in (0, a)× (0, T ),

∂xu = 0 on {0} × (0, T ),
∂xu = 0 on {a} × (0, T ),
u(x, 0) = 0 in (0, a)× (0, T ).

(8)

In the initial and the boundary value problem (8), an inclusion D = (a, b) is included
in a homogeneous medium Ω = (0, X). We pose an inverse problem to reconstruct
the inclusion by observing the boundary data at x = 0, X with controlling the input
heat source at the boundary x = 0, X. This case, it is impossible to reconstruct some
information about the point x = b from the boundary value at x = 0 and vise versa, that
is, it is also impossible to reconstruct some information about the point x = a from the
boundary value at x = X. Therefore, we pose the following inverse problem.

Problem 3.1. Let u(x, t) be the solution of the initial boundary value problem for the heat
equation (8). In this case, is it possible to recover a by the boundary data u(0, t) =: g(t)
if we suitably control the heat source f?

In this problem, we try to reconstruct the information of the inclusion, namely, its
position x = a, by observing the boundary data at x = 0 with controlling the input heat
source f(t) at the boundary point x = 0.
It is our main purpose in this section to give a positive answer to Problem 3.1. For this

purpose, we treat linear ordinary differential equations with Dirac delta function and its
derivatives in the inhomogeneous term, which let us prepare before discussing the main
problem in this section.
Let us study the following linear ordinary differential equation with Dirac delta func-

tion and its derivatives in the inhomogeneous term.

y(n) + an−1y
(n−1) + · · ·+ a1y

′ + a0y =
n−1�
k=0

αkδ
(k)(x), (9)

where y = y(x) is a function of x ∈ R and ak, αk, k = 0, 1, · · · , n− 1 are constants. We
study the initial value problem of the equation (9), that is,

Problem 3.2. Solve the initial value problem of (9) with

y(k)(0) = 0, (10)

where k = 0, 1, · · · , n− 1.

Let us prepare several lemmas in order to solve Problem 3.2. Before proving them, let
us review the definition of the Laplace transform, which plays an important role in the
solution of Problem 3.2.

6
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′ + a0y =
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k=0

αkδ
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study the initial value problem of the equation (9), that is,

Problem 3.2. Solve the initial value problem of (9) with

y(k)(0) = 0, (10)

where k = 0, 1, · · · , n− 1.

Let us prepare several lemmas in order to solve Problem 3.2. Before proving them, let
us review the definition of the Laplace transform, which plays an important role in the
solution of Problem 3.2.

6

Definition 3.1. For a function φ(x) defined in [0,∞), its Laplace transform Lφ is defined
by

Lφ(p) :=
� ∞

0

e−pxφ(x)dx, (11)

for p ∈ C for which the integral (11) is convergent.

Lemma 3.1.
Lδ(p) ≡ 1, (12)

where δ(x) is the Dirac’s delta function (cf. [7, 10] for whose definition).

Proof. For the proof of this lemma, we apply the idea of hyperfunctions. We first remark
that suppδ = {0} (cf. [7]). We regard the Delta function δ(x) as a hyperfunction defined
on R, whose defining holomorphic function is F (z) = − 1

2πiz
(cf. [7] for more detail), which

we denote by

δ(x) = [F (z)] =

�
− 1

2πiz

�
= F (x+ i0)− F (x− i0) = − 1

2π

�
1

x+ i0
− 1

x− i0

�
. (13)

Assume that f(x) = [F (z)] is a hyperfunction defined on R whose support is compact
and whose defining holomorphic function is F (z). Note that f(x) can be regarded as a
real analytic functional. Let φ be a real analytic function then it can be extended as a
holomorphic function defined in a neighborhood V ⊂ C of suppf . Then we can define
the duality < f, φ > by

< f, φ >:= −
�

γ

F (z)φ(z)dz (14)

where the integral route γ can be taken arbitrarily so that it can be the boundary of the
domain in V containing suppf (cf. Figure 1).

Figure 1: An example of the integral route γ.
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For more detail about hyperfunctions, confer [7]. We can define the Laplace transform
Lδ(p) of the Delta function δ(x) by taking δ(x) as a real functional and e−px as a real
analytic function with p as a parameter. We have, for p ∈ C, that

Lδ(p) =
� ∞

0

e−pxδ(x)dx =< δ(x), e−px >

:= −
�

γ

e−pz

�
− 1

2πiz

�
dz =

1

2πi

�

γ

e−pz

z
dz

(15)

where the integral route γ is an arbitrary closed Jordan curve in C such that it can be
the boundary of the domain in C containing the origin. Cauchy’s integral formula yields
that the right hand side of (15) is equal to e−p0 = 1 for any p ∈ C, which proves the
lemma.

When we study the initial value problem of ordinary differential equations containing
the Delta function and its derivatives, it may be necessary to treat the value of the
Heaviside function at the origin. It having no meaning in usual, we can define its value
in the following sense.

Lemma 3.2. When we apply Lδ(p) ≡ 1 as in (12), ϑ(0) must be treated as 0, where

ϑ(x) :=

�
1 (x > 0),
0 (x < 0)

(16)

is the Heaviside function.

Proof. In order to prove this theorem, we apply the idea of tempered distributions, for
more in detail of which, confer [10]. Take a function φ in the space S(R) of the rapidly
decreasing smooth functions, for the definition of which confer [10]. It being well known
that ϑ′(x) = δ(x), we have

1 = Lδ(p) =
� ∞

0

e−pxδ(x)dx =

� ∞

0

e−pxϑ′(x)dx

= [e−pxϑ(x)]∞0 +

� ∞

0

ϑ(x)px−pxdx

= −ϑ(0) +

� ∞

0

px−pxdx = −ϑ(0) + 1.

(17)

Therefore the lemma is proved.

Making use of Lemmas 3.1 and 3.2, we shall solve the initial value problem to (9).
The solution of the initial value problem to (9) for k = 0 is obtained by the following
theorem.

Theorem 3.1. Consider the following initial value problem to the following ordinary
differential equation.

�
y(n) + an−1y

(n−1) + · · ·+ a1y
′ + a0y = δ(x),

y(0) = y′(0) = · · · = yn−1(0) = 0
(18)

8
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Therefore the lemma is proved.

Making use of Lemmas 3.1 and 3.2, we shall solve the initial value problem to (9).
The solution of the initial value problem to (9) for k = 0 is obtained by the following
theorem.

Theorem 3.1. Consider the following initial value problem to the following ordinary
differential equation.

�
y(n) + an−1y

(n−1) + · · ·+ a1y
′ + a0y = δ(x),

y(0) = y′(0) = · · · = yn−1(0) = 0
(18)

8

where ak, k = 0, 1, · · · , n− 1 are constants. The solution of (18) is given by

y(x) = Y (xϑ(x)) (19)

for x > 0, where Y (x) is the solution of the following initial value problem

�
y(n) + an−1y

(n−1) + · · ·+ a1y
′ + a0y = 0,

y(j)(0) = δj(n−1), j = 0, 1, · · · , n− 1,
(20)

where

δjk :=

�
1 (j = k),
0 (j ̸= k)

(21)

is the Kronecker’s delta function.

Proof. Remarking Lemma 3.2 and the facts

xδ(x) = 0,
ϑ2(x) = ϑ(x),
Y (j)(xϑ(x))δ(x) = Y (j)(0)δ(x), j = 0, 1, 2, · · · , n,

(22)

holding in the space of tempered distributions, there holds that

y′(x) = Y ′(xϑ)(ϑ(x) + xδ(x)) = Y ′(xϑ)ϑ(x),

y′′(x) = Y ′′(xϑ)ϑ2(x) + Y ′(xϑ)δ(x) = Y ′′(xϑ)ϑ(x),

...

y(n−1)(x) = Y (n−1)(xϑ)ϑ(x),

y(n)(x) = Y (n)(xϑ)ϑ(x) + Y (n−1)(xϑ)δ(x) = Y (n)(xϑ)ϑ(x) + δ(x).

(23)

The function y in (23) turns out to be the solution of (18), since

Y (j)(xϑ(x))ϑ(x) = Y (j)(xϑ(x)) = Y (j)(x), (24)

for j = 0, 1, 2, · · · , n and x > 0.

For x < 0 the solution of (18) is obtained by

y(x) := Y (−xϑ(−x)), (25)

where Y (x) is the solution of (20).
The motivation to prove Theorem 3.1 is the application of the Laplace transform. If

we try to solve the initial value problem (18) by the Laplace transform with applying
Lemma 3.1 then we obtain the solution of (20). The essence to prove Theorem 3.1 is how
to modify the solution of (20) in order to obtain the solution of (18) in view of the proofs
of Lemmas 3.1 and 3.2. We can construct the elementary solutions to partial differential
equations with constant coefficients by applying the Fourier transform, which shall be
discussed in our forthcoming paper [14].
Let us give an answer to Problem 3.1 applying Theorem 3.1. The following theorem

is one of the main theorems in this paper, to prove which is our main purpose in this
section.
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Theorem 3.2. For p ≤ 0, let

φλ(x, t) = φ(x, t) = e−λ2teλ(p−x), (26)

where λ is a constant and

I(φλ) :=

� T

0

g(t)(φ(0, t) + ∂xφ(0, t))dt+ eλp

� T

0

f(t)e−λ2tdt. (27)

A solution of Problem 3.1 is given in the following way.

lim
λ→∞

1

λ
|I(φλ)| = p− a. (28)

By (28), we claim that we can reconstruct the information of the inclusion, namely,
its location x = a, by controlling the heat source f(t) at the boundary point x = 0 and by
observing the temperature g(t) at the boundary point x = 0. In the rest of this section,
we give a proof of this theorem. We first give a simple representation of the indicator
function defined in (27).

Lemma 3.3.

I(φλ) = (1− λ)eλ(p−a)

� T

0

u(a, t)eλ2tdt. (29)

Proof. Let u(x, t) be the solution of the initial and the boundary value problem for the
heat equation (8) and φ(x, t) be the function defined in (26).
By integration by parts, we have

� T

0

� a

0

ut(x, t)φ(x, t)dxdt =

� T

0

u(a, t)φ(a, t)dt−
� T

0

g(t)φ(0, t)dt

−
� T

0

� a

0

u(x, t)φt(x, t)dxdt,

(30)

since u(0, t) = g(t) and

� T

0

� a

0

uxx(x, t)φ(x, t)dxdt

=

� T

0

ux(a, t)φ(a, t)dt−
� T

0

ux(0, t)φ(0, t)dt

−
� T

0

u(a, t)φx(a, t)dt+

� T

0

u(0, t)φx(0, t)dt+

� T

0

� a

0

u(x, t)φxx(x, t)dxdt

= −
� T

0

u(a, t)φx(a, t)dt+

� T

0

g(t)φx(0, t)dt+

� T

0

� a

0

u(x, t)φxx(x, t)dxdt,

(31)

since ux(0, t) = ux(a, t) = 0 by (8) and u(0, t) = g(t). On the other hand, it is easy to
obtain � T

0

� a

0

δ(x)f(t)φ(x, t)dxdt = eλp

� T

0

f(t)e−λ2tdt. (32)

It is clear by the definition (26) that the function φ is a solution of the adjoint heat
equation;

φt + φxx = 0. (33)
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0

� a

0
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� T
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By virtue of (8), (30), (31), (32) and (33), we obtain that
� T

0

� a

0

(ut(x, t)− uxx(x, t))φ(x, t)dxdt

=

� T

0

u(a, t)φ(a, t)dt−
� T

0

g(t)φ(0, t)dt

+

� T

0

u(a, t)φx(a, t)dt−
� T

0

g(t)φx(0, t)dt

= eλp

� T

0

f(t)e−λ2tdt,

(34)

which, together with (27), it is proved that

I(φλ) =

� T

0

g(t)(φ(0, t) + ∂xφ(0, t))dt+ eλp

� T

0

f(t)e−λ2tdt

=

� T

0

u(a, t)(φ(a, t)φx(a, t))dt

= (1− λ)eλ(p−a)

� T

0

u(a, t)eλ2tdt,

(35)

which proves the lemma.

We divide the integral
� T

0
u(x, t)e−λ2tdt in the right hand side of (29) into two parts;

� T

0

u(x, t)e−λ2tdt =: �w(x, λ) = w(x, λ) + ε(x, λ), (36)

where w(x, λ) is the solution of the following initial value problem



(∂2
x − λ2)w = −δ(x)

� T

0
f(t)e−λ2tdt,

wx(0, λ) = 0,

w(0, λ) =
� T

0
θ(t)e−λ2tdt,

(37)

and ε(x, λ) is the solution of the following initial value problem



(∂2
x − λ2)ε = ue−λ2T ,

εx(0, λ) = 0,

ε(0, λ) = 0.

(38)

The initial value problem (38) is a simple one for the second order ordinary equation and
we can solve (37) by virtue of Theorem 3.1.

Lemma 3.4. The solutions to the initial value problems (37) and (38) are obtained as
follows.

w(x;λ) = −S cosh(λx) +
K

λ
sinh(λxϑ(x)), (39)

ε(x;λ) = ue−λ2T

� x

0

u(x− y, T )
1

λ
sinh(λy)dy, (40)
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where

K :=

� T

0

f(t)e−λ2t = K, S :=

� T

0

θ(t)e−λ2t. (41)

With the above preparation, we can prove the main theorem in this section.

Proposition 3.1. A solution to Problem 3.1 is given in the following way.

lim
λ→∞

1

λ
log |I(φλ)| = p− a. (42)

Proof. By (29) and (36),

I(φλ) = (1− λ)eλ(p−a) �w(x, λ) = (1− λ)eλ(p−a)(w(x, λ) + ε(x, λ)) (43)

holds. It is easily proved that

lim
λ→∞

1

λ
log | �w(x, λ)| = 0 (44)

since the function �w(x, λ) is concretely represented by Lemma 3.4. Therefore, the rep-
resentation (43) of the indicator function I(φλ) and the estimate (44) of the function
�w(x, λ) prove the theorem.
Proposition 3.1 completes the proof of Theorem 3.2. Let us comment several remarks

on Theorem 3.2.

Remark 3.1.

• By Theorem 3.2, we can reconstruct the inclusion x = a by the observation of the
temperature at the boundary point x = 0 with controlling the heat source f(t) on
the boundary point x = 0. As mentioned above, it is very important, in view of
practical application, that the source term f(t) to be controlled is the heat source,
not the heat flux.

• We claim that the idea to prove Theorem 3.2 is essential for the study of the higher
spatial dimensional case, where we reconstruct some information on the inclusion
by the observation of the temperature on the boundary with controlling the heat
source f(t) on a boundary point.
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4 Main theorem II. —General case—

In this section, we study Problem 1.2, which yields a generalization of Theorem 3.2.
Concretely, we study the following problem.

Problem 4.1. Assume the same assumptions as Problem 1.2. Reconstruct the inclusion
D by the observation of the boundary data

g(x1, t) := u|∂Ω(x1, t), (45)

for x1 ∈ ∂Ω, with suitably controlling the heat source f(t) for x0 ∈ ∂Ω.

In the case x0 = x1, we have an answer to this problem as follows.

Theorem 4.1. Assume the same assumptions as Problem 1.2 and For x0 ∈ ∂Ω and a
constant λ, let

φλ(x, t) = φ(x, t) = e−λ2te−λω·x, (46)

where ω ∈ Sn−1, and let

I(φλ) :=

� T

0

�

∂Ω

(g(x, t)(φ(x, t) + ∂νφ(x, t)))dSxdt (47)

For n = 2, 3, a solution of Problem 4.1 is given by

lim
τ→∞

1

λ
|I(φλ)| = −dω(x0, D), (48)

where
dω(x0, D) := inf{t ∈ R | x0 + tω ∈ D}. (49)

The proof of this theorem is given by modifying the proof of Theorem 3.2. The essential
idea of both theorems are the same. In the proof of Theorem 4.1, we can treat the heat
conduction like one spatial dimensional one in the direction ω ∈ Sn−1 if we consider the
high temperature state, which is the essence to generalize the idea of the proof of Theorem
3.2.
We proved Theorem 4.1 as the first step to study the inverse problem of the heat

conduction in view of practical application. We remark that Theorem 4.1 is not still
enough for practical application. There are many better generalizations, some of which
we shall mention, as well as the merits of our main theorems, in the following remark.

Remark 4.1.

(a) In Theorems 3.2 and 4.1, we control the heat source, not the heat flux, at one point
of the boundary, which generalizes Theorems 2.1, 2.2 and 2.3 in two senses. One is
that the heat source is much more easily controlled in practical application that the
heat flux. The other is that controlling the heat at one point is more desirable for
practice, since if we would try to control the heat on the whole boundary in practice
we have to prepare a special device in accordance with the shape of the test object.
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(b) In Theorems 2.1, 2.2 and 2.3, M. Ikehata and M. Kawashita extracted information
on the inclusion with theoretical one measurement, which is one of the excellent and
superior points of their study. It is possible to prove similar result by modifying
Theorem 4.1 with the observation of the boundary value g(x, t) defined in (45) for all
x ∈ ∂Ω. For this purpose, it is an interesting problem to find a more suitable solution
φ to the adjoint heat equation in the construction of the indicator function. In the
paper [6], M. Ikehata and M. Kawashita studied the relation between the solutions
to the adjoint heat equation and the information of the inclusion D to be obtained
in the study of Problem 1.1, which is very suggestive for the study of our problem
(Problem 1.2).

(c) In all Theorems 2.1, 2.2, 2.3, 3.2 and 4.1, the limit λ → ∞ is required, which
means that the heat source or the heat flux f to be controlled must be in such high
temperature that the test object would be melt down. This is the fatal fault to be
modified in these theorems, in view of the practical application.
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5 Conclusion and open problems

As the final section of this paper, we conclude the conclusion of this paper and mention
some open problems left to be solved for further development. Let us first summarise what
we have discussed in this paper.

Conclusion 5.1 (Conclusion of this paper).

(i) We have given generalizations (Theorems 3.2 and 4.1) of the theory by M. Ikehata
and M. Kawashita (Theorems 2.1, 2.2 and 2.3), which was the main purpose in this
paper. Confer Remark 4.1 (a) for more detail.

(ii) It is possible to generalize Theorem 4.1. As an example of these generalizations,
confer Remark 4.1 (b).

(iii) As a by-product of the proof of Theorem 3.2. We have given a solution (Theorem 3.1)
to the initial value problem of linear ordinary differential equation with Dirac delta
function and its derivatives in the inhomogeneous term, which itself is interesting
and may be applied to the construction of the elementary solutions to linear partial
differential equations.

As we have mentioned at the end of the last section, Theorems 3.2 and 4.1 are not
enough for practical application. In addition to it, there are many open problems for
further development. At the end of this paper, we shall mention these open problems.

Problem 5.1. (i) Let us first remark the most important open problem. In both Theo-
rems 3.2 and th.ndim, the heat source f to be controlled on the boundary is required
to be very high. It must tend to infinity to obtain the information of the inclusion,
which is impossible in practice in two ways. One reason is very simple; we cannot
give infinitely high heat source or heat flux. The other reason is that the object will be
melt down at high temperature (cf. Remark 4.1 (c)). Therefore, we have to develop
a method which enables us to detect the inclusion without tending the temperature
to infinity. For this purpose, we propose two ways to generalize our main theorems.

• One approach to this problem is to develop another method to extract some
information of the inclusion in the low temperature state.

• The other way is to give suitable error estimates for the limiting processes (28)
and (48) in order that Theorems 3.2 and th.ndim can be applied for practice in
the reasonable temperature state.

We claim that both approaches are interesting and are to be studied.

(ii) Even if the above problem is solved, there still are a number of problems left to
be solve for practice; the treatment of the errors, construction of a approximation
algorithm for the inclusions, its implementation by computers and so on.

(iii) There are many generalization of Theorem 4.1, the study of which is interesting and
important. One of them is remarked in Remark 4.1 (b).
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(iv) Theorem 3.1 is obtained as a by-product of the proof of Theorem 3.2. More generally,
it is an interesting problem to study the initial value problem of linear ordinary differ-
ential equation with Dirac delta function and its derivatives in the inhomogeneous
term (Problem 3.2), as well as its application to the theory of partial differential
equations.
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[11] Takiguchi T. : Reconstruction of measurable plane sets from their orthogonal projec-
tions, Contemporary Mathematics, 348 (2004), pp. 199-208.

[12] —— : Reconstruction of the measurable sets in the two dimensional plane by two
projections, Journal of Physics, Conference Series, 73 (2007), 012022.

[13] —— : Non-uniqueness of the reconstruction for connected and simply connected sets
in the plane by their fixed finite projections, Acta Mathematica Scientia, 32B (2012),
pp. 1637-1646.

[14] Takiguchi T. and Yamashita R. : Solutions to linear ordinary differential equations
with the derivatives of the delta function in the inhomogenous term and elmentary
solutions to partial differential equations, in preparation.

17

93



MIレクチャーノートシリーズ刊行にあたり

　本レクチャーノートシリーズは、文部科学省 21世紀 COEプログラム「機
能数理学の構築と展開」（H.15-19年度）において作成した COE Lecture Notes 
の続刊であり、文部科学省大学院教育改革支援プログラム「産業界が求める
数学博士と新修士養成」（H19-21年度）および、同グローバル COEプログラ
ム「マス・フォア・インダストリ教育研究拠点」（H.20-24年度）において行
われた講義の講義録として出版されてきた。平成 23年 4月のマス・フォア・
インダストリ研究所（IMI）設立と平成 25年 4月の IMIの文部科学省共同利用・
共同研究拠点として「産業数学の先進的・基礎的共同研究拠点」の認定を受け、
今後、レクチャーノートは、マス・フォア・インダストリに関わる国内外の
研究者による講義の講義録、会議録等として出版し、マス・フォア・インダ
ストリの本格的な展開に資するものとする。

平成 25年 9月
マス・フォア・インダストリ研究所

所長　若山正人

発　行　　 2014年１月30日
編　集　　滝口孝志，藤原宏志
発　行　　九州大学マス・フォア・インダストリ研究所
　　　　　九州大学大学院数理学府
　　　　　〒819-0395 福岡市西区元岡744
　　　　　九州大学数理・IMI事務室
　　　　　TEL 092-802-4402　FAX 092-802-4405
　　　　　URL http://www.imi.kyushu-u.ac.jp/

印　刷　　城島印刷株式会社
　　　　　〒810-0012 福岡市中央区白金 2 丁目 9 番 6 号
　　　　　TEL 092-531-7102　FAX 092-524-4411

Inverse problems for practice, 
the present and the future



シリーズ既刊

Issue Author／Editor Title Published

COE Lecture Note Mitsuhiro T. NAKAO 
Kazuhiro YOKOYAMA

Computer Assisted Proofs - Numeric and Symbolic Approaches - 
199pages

August 22, 2006 

COE Lecture Note M.J.Shai HARAN Arithmetical Investigations - Representation theory, Orthogonal 
polynomials and Quantum interpolations-  174pages

August 22, 2006 

COE Lecture Note Vol.3 Michal BENES 
Masato KIMURA 
Tatsuyuki NAKAKI

Proceedings of Czech-Japanese Seminar in Applied Mathematics 2005  
155pages October 13, 2006

COE Lecture Note Vol.4 宮田　健治 辺要素有限要素法による磁界解析 -機能数理学特別講義  21pages May 15, 2007

COE Lecture Note Vol.5 Francois APERY Univariate Elimination Subresultants - Bezout formula, Laurent series 
and vanishing conditions -  89pages

September 25, 2007

COE Lecture Note Vol.6 Michal BENES 
Masato KIMURA 
Tatsuyuki NAKAKI

Proceedings of Czech-Japanese Seminar in Applied Mathematics 2006  
209pages

October 12, 2007

COE Lecture Note Vol.7 若山　正人 
中尾　充宏

九州大学産業技術数理研究センター キックオフミーティング  
138pages

October 15, 2007

COE Lecture Note Vol.8 Alberto PARMEGGIANI Introduction to the Spectral Theory of Non-Commutative Harmonic 
Oscillators  233pages

January 31, 2008

COE Lecture Note Vol.9 Michael I.TRIBELSKY Introduction to Mathematical modeling  23pages February 15, 2008

COE Lecture Note Vol.10 Jacques FARAUT Infinite Dimensional Spherical Analysis  74pages March 14, 2008

COE Lecture Note Vol.11 Gerrit van DIJK Gelfand Pairs And Beyond  60pages August 25, 2008

COE Lecture Note Vol.12 Faculty of Mathematics, 
Kyushu University

Consortium “MATH for INDUSTRY” First Forum  87pages September 16, 2008

COE Lecture Note Vol.13 九州大学大学院 
数理学研究院

プロシーディング「損保数理に現れる確率モデル」 
― 日新火災・九州大学 共同研究 2008年 11月 研究会 ― 82pages

February 6, 2009



シリーズ既刊

Issue Author／Editor Title Published

COE Lecture Note Vol.14 Michal Beneš,  
Tohru Tsujikawa 
Shigetoshi Yazaki

Proceedings of Czech-Japanese Seminar in Applied Mathematics 2008  
77pages

February 12, 2009

COE Lecture Note Vol.15 Faculty of Mathematics, 
Kyushu University

International Workshop on Verified Computations and Related Topics  
129pages

February 23, 2009

COE Lecture Note Vol.16 Alexander Samokhin Volume Integral Equation Method in Problems of Mathematical Physics  
50pages

February 24, 2009

COE Lecture Note Vol.17 矢嶋　　徹 
及川　正行 
梶原　健司 
辻　　英一 
福本　康秀

非線形波動の数理と物理  66pages February 27, 2009

COE Lecture Note Vol.18 Tim Hoffmann Discrete Differential Geometry of Curves and Surfaces  75pages April 21, 2009

COE Lecture Note Vol.19 Ichiro Suzuki The Pattern Formation Problem for Autonomous Mobile Robots 
―Special Lecture in Functional Mathematics―　23pages

April 30, 2009

COE Lecture Note Vol.20 Yasuhide Fukumoto 
Yasunori Maekawa

Math-for-Industry Tutorial: Spectral theories of non-Hermitian 
operators and their application　184pages

June 19, 2009

COE Lecture Note Vol.21 Faculty of Mathematics,  
Kyushu University

Forum “Math-for-Industry” 
Casimir Force, Casimir Operators and the Riemann Hypothesis　
95pages

November 9, 2009

COE Lecture Note Vol.22 Masakazu Suzuki 
Hoon Hong 
Hirokazu Anai 
 Chee Yap 
Yousuke Sato 
Hiroshi Yoshida

The Joint Conference of ASCM 2009 and MACIS 2009:  
Asian Symposium on Computer Mathematics Mathematical Aspects of 
Computer and Information Sciences  436pages

December 14, 2009

COE Lecture Note Vol.23 荒川　恒男 
金子　昌信

多重ゼータ値入門　111pages February 15, 2010

COE Lecture Note Vol.24 Fulton B.Gonzalez Notes on Integral Geometry and Harmonic Analysis　125pages March 12, 2010

COE Lecture Note Vol.25 Wayne Rossman Discrete Constant Mean Curvature Surfaces via Conserved Quantities  
130pages

May 31, 2010

COE Lecture Note Vol.26 Mihai Ciucu Perfect Matchings and Applications　66pages July 2, 2010



シリーズ既刊

Issue Author／Editor Title Published

COE Lecture Note Vol.27 九州大学大学院 
数理学研究院

Forum “Math-for-Industry” and Study Group Workshop 
Information security, visualization, and inverse problems, on the basis 
of optimization techniques　100pages

October 21, 2010

COE Lecture Note Vol.28 ANDREAS LANGER MODULAR FORMS, ELLIPTIC AND MODULAR CURVES 
LECTURES AT KYUSHU UNIVERSITY 2010　62pages

November 26, 2010

COE Lecture Note Vol.29 木田　雅成 
原田　昌晃 
横山　俊一

Magmaで広がる数学の世界　157pages December 27, 2010

COE Lecture Note Vol.30 原　　　隆 
松井　　卓 
廣島　文生

Mathematical Quantum Field Theory and Renormalization Theory　
201pages

January 31, 2011 

COE Lecture Note Vol.31 若山　正人 
福本　康秀 
高木　　剛 
山本　昌宏

Study Group Workshop 2010 Lecture & Report　128pages February 8, 2011

COE Lecture Note Vol.32 Institute of Mathematics  
for Industry, 
Kyushu University

Forum “Math-for-Industry” 2011 
“TSUNAMI-Mathematical Modelling” 
Using Mathematics for Natural Disaster Prediction, Recovery and 
Provision for the Future　90pages

September 30, 2011

COE Lecture Note Vol.33 若山　正人 
福本　康秀 
高木　　剛 
山本　昌宏

Study Group Workshop 2011 Lecture & Report　140pages October 27, 2011

COE Lecture Note Vol.34 Adrian Muntean 
Vladimír Chalupecký

Homogenization Method and Multiscale Modeling　72pages October 28, 2011

COE Lecture Note Vol.35 横山　俊一 
夫　　紀恵 
林　　卓也

計算機代数システムの進展　210pages November 30, 2011

COE Lecture Note Vol.36 Michal Beneš 
Masato Kimura 
Shigetoshi Yazaki

Proceedings of Czech-Japanese Seminar in Applied Mathematics 2010 
107pages

January 27, 2012 

COE Lecture Note Vol.37 若山　正人 
高木　　剛 
Kirill Morozov 
平岡　裕章 
木村　正人 
白井　朋之 
西井　龍映 
栄　伸一郎 
穴井　宏和 
福本　康秀

平成 23年度 数学・数理科学と諸科学・産業との連携研究ワーク
ショップ　拡がっていく数学　～期待される “見えない力”～ 
154pages

February 20, 2012



シリーズ既刊

Issue Author／Editor Title Published

COE Lecture Note Vol.38 Fumio Hiroshima 
Itaru Sasaki 
Herbert Spohn 
Akito Suzuki

Enhanced Binding in Quantum Field Theory　204pages March 12, 2012

COE Lecture Note Vol.39 Institute of Mathematics  
for Industry,  
Kyushu University

Multiscale Mathematics: Hierarchy of collective phenomena and 
inter relations between hierarchical structures　180pages

March 13, 2012

COE Lecture Note Vol.40 井ノ口順一 
太田　泰広 
筧　　三郎 
梶原　健司 
松浦　　望

離散可積分系・離散微分幾何チュートリアル 2012　152pages March 15, 2012

COE Lecture Note Vol.41 Institute of Mathematics 
for Industry,
Kyushu University

Forum “Math-for-Industry” 2012 
“Information Recovery and Discovery”　91pages

October 22, 2012

COE Lecture Note Vol.42 佐伯　　修
若山　正人
山本　昌宏

Study Group Workshop 2012 Abstract, Lecture & Report　178pages November 19, 2012

COE Lecture Note Vol.43 Institute of Mathematics 
for Industry, 
Kyushu University

Combinatorics and Numerical Analysis Joint Workshop　103pages December 27, 2012

COE Lecture Note Vol.44 萩原　　学 モダン符号理論からポストモダン符号理論への展望　107pages January 30, 2013

COE Lecture Note Vol.45 金山　　寛 Joint Research Workshop of Institute of Mathematics for Industry 
(IMI), Kyushu University 
“Propagation of Ultra-large-scale Computation by the Domain-
decomposition-method for Industrial Problems (PUCDIP 2012)”　
121pages

February 19, 2013

COE Lecture Note Vol.46 西井　龍映
栄　伸一郎
岡田　勘三
落合　啓之
小磯　深幸
斎藤　新悟
白井　朋之

科学・技術の研究課題への数学アプローチ
―数学モデリングの基礎と展開―　325pages

February 28, 2013

COE Lecture Note Vol.47 SOO TECK LEE BRANCHING RULES AND BRANCHING ALGEBRAS FOR THE 
COMPLEX CLASSICAL GROUPS　40pages

March 8, 2013

COE Lecture Note Vol.48 溝口　佳寛
脇　　隼人
平坂　　貢
谷口　哲至
島袋　　修

博多ワークショップ「組み合わせとその応用」　124pages March 28, 2013



シリーズ既刊

Issue Author／Editor Title Published

COE Lecture Note Vol.49 照井　　章
小原　功任
濱田　龍義
横山　俊一
穴井　宏和
横田　博史

マス・フォア・インダストリ研究所　共同利用研究集会 II
数式処理研究と産学連携の新たな発展　137pages

August 9, 2013

MI Lecture Note Vol.50 Ken Anjyo
Hiroyuki Ochiai
Yoshinori Dobashi
Yoshihiro Mizoguchi
Shizuo Kaji

Symposium MEIS2013:
Mathematical Progress in Expressive Image Synthesis　154pages

October 21, 2013

MI Lecture Note Vol.51 Institute of Mathematics 
for Industry, Kyushu 
University

Forum “Math-for-Industry” 2013
“The Impact of Applications on Mathematics”　97pages

October 30, 2013

MI Lecture Note Vol.52 佐伯　　修
岡田　勘三
髙木　　剛
若山　正人
山本　昌宏

Study  Group  Workshop  2013 Abstract,  Lecture  &  Report　
142pages

November 15, 2013

MI Lecture Note Vol.53 四方　義啓
櫻井　幸一
安田　貴徳
Xavier Dahan

平成25年度　九州大学マス・フォア・インダストリ研究所　
共同利用研究集会　安全・安心社会基盤構築のための代数構造
～サイバー社会の信頼性確保のための数理学～　158pages

December 26, 2013





MMI  Lecture Note Vol.52 : Kyushu UniversityI L t N t V l 52 K h U i it

M
I Lecture Note Vol.52 : Kyushu University

ISSN21881－1200

編集 : 佐伯修・岡田勘三・髙木剛・若山正人・山本昌宏

九州大学マス・フォア・インダストリ研究所

編
集 : 

佐
伯
修
・
岡
田
勘
三
・
髙
木
剛
・
若
山
正
人
・
山
本
昌
宏

九州大学マス・フォア・インダストリ研究所
九州大学大学院 数理学府

URL http://www.imi.kyushu-u.ac.jp/

Study Group Workshop 2013
Abstract, Lecture & Report

Study G
roup W

orkshop 2013  Abstract, Lecture &
 R

eport




