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Abstract. We will prove a general result about the stochastic expansion of the logarithmic marginal quasi-likelihood associated with a class of locally asymptotically quadratic (LAQ) family of statistical experiments. It enables us to make a Bayesian model comparison in a unified manner for a broad range of dependent-data models, thus entailing a far-reaching extension of the classical Schwarz’s paradigm with rigorous theoretical foundation. In particular, the proposed quasi-Bayesian information criterion, termed QBIC, prevails even when the corresponding M-estimator is of multi-scaling type and the asymptotic quasi-information matrix is random, as well as the statistical model is misspecified. We will illustrate the proposed method by diffusion-type models.

1. Introduction

As is well known, two classical principle of model selection are the Kullback-Leibler divergence (KL divergence) principle and the Bayesian principle. Akaike’s principle of model selection is to choose the model minimizing the KL divergence \( I\left(g_n; f_n(\cdot | \hat{\theta}_{MLE}^n)\right) \) of the fitted model \( f_n(\cdot | \hat{\theta}_{MLE}^n) \) from the true model \( g_n(\cdot) \). This principle equivalent to choosing the model that maximizes the expected log-likelihood function with the expectation is taken with respect to the true distribution. Because of the asymptotic theory of maximum likelihood estimation, the expected log-likelihood function can be asymptotically expanded as \( \sum_{i=1}^{n} \log f_n(X_i; \hat{\theta}_{MLE}^n) - p \) for the case of IID observations with correctly specified models, which leads to the seminal Akaike’s information criterion (AIC) by Akaike [1], [2] for quantitative model comparison. The Bayesian principle, where data sequence is regarded as given constants, leads to Bayesian information criterion (BIC) by Schwarz [15] when the model are correctly specified. The same derivation as in [15] is of course possible even in the frequentist setting, by incorporating regularity conditions to be valid with probability one as was done in, among others, Cavanagh and Neath [4] and Lv and Liu [13]; most importantly, the regularity conditions must include the almost-sure convergence of the observed-information matrix with a positive-definite limit. The model selection consistency of BIC has been shown by many authors (e.g., Casella et al. [3]). Other works on the model selection include the risk information criterion (Foster and George [8]), the generalized information criterion (Konishi and Kitagawa [11]), the ‘parametricness’ index (Liu and Yang [14]), and many extensions of AIC and BIC (e.g., Lv and Liu [13] and Chen and Chen [7]). As for information criteria in case of dependent-data models, we just refer to Uchida [17] and Sei and Komaki [16], as well as the references therein.

The objective of this paper is to extend the range of application of Schwarz’s BIC to a large degree in a unified way. The Bayesian principle of model selection in \( \mathcal{M}_1, \ldots, \mathcal{M}_M \) is to choose the model that is most likely in terms of the posterior probability, so that we select the model that maximizes the marginal likelihood function about data. In the case of IID observations with correctly specified regular models, under some regularity conditions and the Taylor expansion, BIC for the \( m \)th model is defined to be

\[
BIC_m = -2\ell_{m,n}(\hat{\theta}_{MLE}^{m,n}) + p_m \log n,
\]

where \( m \in \{1, \ldots, M\} \), and \( \ell_{m,n}, \hat{\theta}_{MLE}^{m,n}, \) and \( p_m \) denotes the log-likelihood function, the MLE, and the dimension of the parameter space of the \( m \)th model, respectively. Unfortunately, a mathematically-rigorous derivation of BIC type statistics is sometimes missing in the literature, especially when underlying model is of dependent observations. In this paper, we will assume that the statistical models are locally asymptotically quadratic (LAQ) with asymptotic Fisher information matrix being possibly random. We will introduce a class of quasi log-likelihoods and propose extension of the classical BIC, called quasi BIC (QBIC), through the stochastic expansion of the marginal quasi-likelihood; here, we use the terminology “quasi” just to mean that the model may be misspecified in the sense that the candidate models may
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not include the true joint distribution of data sequence. The reason why we do not consider an almost-
sure expansion but a stochastic one is that, in dependent-data models, the almost-sure convergence of
the observe information matrix may be somewhat difficult (and possibly unnatural) to derive; see also
Remark 3.2.

The rest of the paper is organized as follows. In Section 2, we describe our model setup and assump-
tions. Section 3 presents the stochastic expansion of the logarithmic marginal quasi-likelihood, which in
turn leads to a unified way to quantitative model comparison in a model-descriptive sense. In Section 4,
we illustrate the proposed model selection method by considering Gaussian quasi-likelihood estimation of
ergodic diffusion process and volatility-parameter estimation for a class of continuous semimartingales,
both consisting of high-frequency data; to the best of our knowledge, this is the first place that mathemat-
ically validates Schwarz-type model comparison for those described by high-frequency sample from
a stochastic process; also, some corresponding simulation results are reported in Section 4.4. Section 5
gives the proofs of our results.

2. Model and Assumptions

We denote by $X_m$ an observed data of size $n$, defined on an underlying probability space $(\Omega, \mathcal{F}, \mathbb{P})$.
We write $G_n(dx) = g_n(x) \mu_n(dx)$ for the true distribution $\mathcal{L}(X_n)$, where $\mu_n$ is a $\sigma$-finite measure on the
(Borel) state space of $X_m$; namely, $G_n(dx) = P \circ X_n^{-1}(dx)$. Suppose that we are given $M$ Bayesian-model
candidates $\mathfrak{M}_1, \ldots, \mathfrak{M}_M$ for $\mathcal{L}(X_n)$.

Each $\mathfrak{M}_m$ is described by

$$\{ (p_m, \pi_m(\theta), \mathbb{H}_{m,n}(\theta)) | \theta \in \Theta_m \},$$

where the ingredients are specified as follows.

- The prior discrete probability of relative likeliness $p_m$ of $m$th-model occurrence among the $M$
candidates (we are bringing possible model misspecification into view): $p_m > 0$ with $\sum_{m=1}^{M} p_m = 1$.
- The $m$th parameter space $\Theta_m \subset \mathbb{R}^{p_m}$ is a bounded convex domain. For each $k \in \{1, \ldots, K_m\}$, let
$\Theta_{m,k}$ be a bounded open set in $\mathbb{R}^{p_{m,k}}$, where $p_m = \sum_{k=1}^{K_m} p_{m,k}$ and the number $K_m$ will be defined
later. Parameter $\theta = (\theta_1, \ldots, \theta_{K_m})$ is a blocked vector in $\Theta_{m,1} \times \cdots \times \Theta_{m,K_m} = \Theta_m \subset \mathbb{R}^{p_m}$.
- $\pi_m$ denotes the prior-probability density on $\Theta_m$.
- $\mathbb{H}_{m,n}(\theta) = \mathbb{H}_{m,n}(\theta; X_n)$ is the logarithm of a quasi-likelihood function, some probability density
function with respect to some dominating measure.

Any random mapping $\hat{\theta}_{m,n} = (\hat{\theta}_{m,1,n}, \ldots, \hat{\theta}_{m,K_m,n})$ such that

$$\hat{\theta}_{m,n} \in \arg\max_{\theta \in \Theta_m} \mathbb{H}_{m,n}(\theta)$$

is called the quasi-maximum likelihood estimator (QMLE) associated with $\mathbb{H}_{m,n}$. The optimal value of
$\theta_m$ associated with $\mathbb{H}_{m,n}$ is denoted by $\theta_{m,0} = (\theta_{m,1,0}, \ldots, \theta_{m,K_m,0})$. We write $\theta_{k_m} = (\theta_{k_m,1}, \ldots, \theta_{k_m})$ and $\theta_{m,k_m,0} = (\theta_{m,k_m,1}, \ldots, \theta_{m,k_m})$ in a similar manner; basically, we are thinking of the
cases where the normalized QMLE

$$A_{m,n}(\theta_{m,0})^{-1}(\hat{\theta}_{m,n} - \theta_{m,0})$$

has a non-trivial asymptotic distribution. We allow some different convergence rates of the quasi-
maximum likelihood estimator for each candidate model, so let $K_m$ be the number of different convergence
rates in model $\mathfrak{M}_m$, and let the rate matrix

$$A_{m,n}(\theta_{m,0}) = \text{diag} \left\{ a_{m,1,n}(\theta_{m,1,0}), \ldots, a_{m,1,n}(\theta_{m,1,0}) I_{p_{m,1}}, \ldots, a_{m,K_m,n}(\theta_{m,K_m,0}) I_{p_{m,K_m}} \right\},$$

where $I_m$ denotes the $m$-dimensional identity matrix and $a_{m,k_m,n}(\theta_{m,k_m,0})$ is a deterministic sequence
satisfying $a_{m,k_m,n}(\theta_{m,k_m,0}) \to 0$ as $n \to \infty$.

Note that we are allowing not only dependent data but also possibility of the model misspecification,
so that we may deal with a wide range of quasi-likelihood $\mathbb{H}_n$, even including semiparametric situations.
A typical example is the Gaussian quasi-likelihood, which uses the Gaussian likelihood only by assuming
(conditional) mean and variance structures, and is quite familiar in time-series literature; see Section 4
for related models.

Write $u_m = (u_{m,1}, \ldots, u_{m,K_m}) \in \mathbb{R}^{p_{m,1}} \times \cdots \times \mathbb{R}^{p_{m,K_m}}$. The rescaled quasi-log-likelihood ratio (statis-
tical random field) of the $m$th model $\mathfrak{M}_m$ is defined by

$$Z_{m,n}(u_m) = \exp \left\{ \mathbb{H}_{m,n}(\theta_{m,0}) + A_{m,n}(\theta_{m,0}) u_m \right\}.$$
The \( k_m \)th random field \( Z_{k_m}^{m,n} = \exp \left( \mathbb{H}_{m,n}(\mathbf{\theta}_{k_m-1}, \mathbf{\theta}_{m,k_m}, \mathbf{\bar{\theta}}_{k_m+1}) \right) \) of the \( m \)th model \( \mathcal{M}_m \) is defined by
\[
Z_{k_m}^{m,n}(\mathbf{u}_{m,k_m}, \mathbf{\bar{\theta}}_{k_m-1}, \mathbf{\theta}_{m,k_m}, \mathbf{\bar{\theta}}_{k_m+1}) = \exp \left( \mathbb{H}_{m,n}(\mathbf{\theta}_{k_m-1}, \mathbf{\theta}_{m,k_m}, \mathbf{\bar{\theta}}_{k_m+1}) - \mathbb{H}_{m,n}(\mathbf{\bar{\theta}}_{k_m-1}, \mathbf{\theta}_{m,k_m}, \mathbf{\bar{\theta}}_{k_m+1}) \right).
\]
The random fields \( Z_{k_m}^{m,n} \) is designed to focus on the \( k \)-th graded parameters, when we have more than one rate of convergence, i.e., when \( K_m \geq 2 \). By convention, we neglect symbols with index \( K + 1 \) like \( \mathbf{\bar{\theta}}_{K_m+1} \) and ones with index 0 like \( \mathbf{\bar{\theta}}_0 \).

We are going to look at the asymptotic behavior of the marginal likelihood for each candidate model. For notational brevity, we will omit the model index “\( m \)” from the notation: \( \{(p, \pi(\theta), \mathbb{H}_n(\theta)) \mid \theta \in \Theta \subset \mathbb{R}^p\} \). Let \( K \subset \Theta \). We now introduce some assumptions.

**Assumption 2.1.**
(i) \( \mathbb{H}_n(\theta) \) is of class \( C^3 \).
(ii) \( \Delta_n = O_p(1) \), where \( \Delta_n = A_n(\theta_0)\partial_\theta \mathbb{H}_n(\theta_0) + \partial_\theta \mathbb{H}_n(\theta_0) \) and \( \partial_\theta = \partial/\partial \theta \).
(iii) For some \( \gamma > 0 \), \( \Gamma_n = \Gamma_0 + o_p(1) \), where \( \Gamma_n = \gamma \mathbb{H}_n(\theta_0)\partial_\theta \mathbb{H}_n(\theta_0)A_n(\theta_0) \).
(iv) For any \( i, j, k \in \{1, \ldots, p\} \),
\[
\sup_{\theta \in \Theta} \left| \left( \partial_{i\theta} \partial_\theta \partial_{j\theta} \mathbb{H}_n(\theta) \right) A_{n,ij}(\theta_0)A_{n,kk}(\theta_0) \right| = o_p(1),
\]
where \( \partial^j \) denote the \( j \)th element of \( \theta \), and \( A_{n,ij}(\theta_0) \) the \( (i, j) \)th element of \( A_n(\theta_0) \).

The quadratic form \( \Gamma_0 \) may be random. Volatility parameter estimation of a continuous semimartingale is the case; indeed, random limiting information is common in the so-called non-ergodic statistics; see Section 4.4.2 for a concrete example.

**Assumption 2.2.**
(i) \( \pi(\theta_0) > 0 \), \( \sup_{\theta \in \Theta} \pi(\theta) < \infty \).
(ii) For every \( M > 0 \), \( \sup_{|u| < M} \left| \pi(\theta_0 + A_n(\theta_0)u) - \pi(\theta_0) \right| \to 0 \) as \( n \to \infty \).

Write \( \mathbb{U}_n(\theta_0) = \{u \in \mathbb{R}^p; \theta_0 + A_n(\theta_0)u \in \Theta\} \).

**Assumption 2.3.**
For any \( \epsilon > 0 \) there exist \( M > 0 \) and \( N \) such that
\[
\sup_{n \geq N} P \left[ \int_{\mathbb{U}_n(\theta_0) \cap \{|u| \geq M\}} Z_n(u)du > \epsilon \right] < \epsilon.
\]

The last condition is a technical one for handling the integral-tail-probability estimate. Let us mention some sufficient conditions for Assumption 2.3.

**Theorem 2.4.**
(i) Assume 2.3 holds if there exist constants \( L > 1 \) and \( C_L > 0 \) such that
\[
\sup_{\theta \in \Theta} \sup_{\theta \in \Theta} \mathbb{P}_{\theta} Z_{k_m}^{m,n}(u_k; \mathbf{\theta}_{k_m-1}, \mathbf{\theta}_{k_m}, \mathbf{\bar{\theta}}_{k_m+1}) \geq e^{-r} \leq C_L r^L
\]
for all \( n > 0 \), \( r > 0 \) and \( k = 1, \ldots, K \).
(ii) If Assumption 2.1 is satisfied and there exists \( \delta > 0 \) such that
\[
\limsup_{n \to \infty} P \left[ \inf_{\theta \in \Theta} \lambda_{\min} \left( - A_n(\theta_0)\partial_\theta^2 \mathbb{H}_n(\theta)A_n(\theta_0) \right) < \delta \right] < \infty,
\]
where \( \lambda_{\min}(\cdot) \) is the smallest eigenvalues of a given matrix, then Assumption 2.3 holds.

The proof of Theorem 2.4 can be found in Yoshida [19, Theorem 6].

**Remark 2.5.** Let \( L > 0 \) and assume that there exists a constant \( C_L > 0 \) such that
\[
\sup_{\theta \in \Theta} \mathbb{P}_{\theta} \left[ \sup_{(u_k, \mathbf{\theta}_{k_m+1}) \in \{|u| \geq r\} \times \prod_{j=k+1}^K \Theta_j} Z_{k_m}^{m,n}(u_k; \mathbf{\theta}_{k_m-1}, \mathbf{\bar{\theta}}_{k_m+1}, \mathbf{\bar{\theta}}_{k_m+1}) \geq 1 \right] \leq C_L r^L
\]
for all \( n > 0 \), \( r > 0 \) and \( k = 1, \ldots, K \). Then the normalized M-estimator \( \hat{u}_n = A_n(\theta_0)^{-1}(\hat{\theta}_n - \theta_0) \) satisfies the inequality
\[
\mathbb{P}_{\theta} \left[ |\hat{u}_n| > r \right] \leq \frac{C_L}{r^L}
\]
for all \( n > 0 \) and \( r > 0 \), from which the tightness of \( \hat{u}_n \) immediately follows. The proof is simple (Yoshida [19, Proposition 2]): since

\[
P_{\theta_0} [\hat{u}_n > r] \leq P_{\theta_0} \left[ a_{i,1}^{\Delta} (\theta_1,0)(\hat{\theta}_{1,n} - \theta_1,0) > \frac{r}{K} \right] + \cdots + P_{\theta_0} \left[ a_{M,1}^{\Delta} (\theta_M,0)(\hat{\theta}_{M,n} - \theta_M,0) > \frac{r}{K} \right],
\]

we have, for some \( L > 0 \) and \( C_L > 0 \),

\[
\sup_{\theta_0 \in \mathcal{K}} \left[ a_{k,1}^{\Delta} (\theta_k,0)(\hat{\theta}_{k,n} - \theta_k,0) > \frac{r}{K} \right]
\]

\[
= \sup_{\theta_0 \in \mathcal{K}} \left( \sup_{(u_k, \overline{x}_{k+1}) \in \{ \overline{x} \leq |u_k| \times \prod_{j=k+1}^K \Theta_j \}} \mathbb{H}_n \left( \hat{\theta}_{k-1}, \theta_k,0 + a_{k,1} (\theta_k,0) u_k, \overline{x}_{k+1} \right) > \right.
\]

\[
\sup_{(u_k, \overline{x}_{k+1}) \in \{ \overline{x} > |u_k| \times \prod_{j=k+1}^K \Theta_j \}} \mathbb{H}_n \left( \hat{\theta}_{k-1}, \theta_k,0 + a_{k,1} (\theta_k,0) u_k, \overline{x}_{k+1} \right)
\]

\[
\leq \sup_{\theta_0 \in \mathcal{K}} \left( \sup_{(u_k, \overline{x}_{k+1}) \in \{ \overline{x} \leq |u_k| \times \prod_{j=k+1}^K \Theta_j \}} \{ \mathbb{H}_n \left( \hat{\theta}_{k-1}, \theta_k,0 + a_{k,1} (\theta_k,0) u_k, \overline{x}_{k+1} \right) - \mathbb{H}_n \left( \hat{\theta}_{k-1}, \theta_k,0, \overline{x}_{k+1} \right) \} \geq 0 \right.
\]

\[
= \sup_{\theta_0 \in \mathcal{K}} \left( \sup_{(u_k, \overline{x}_{k+1}) \in \{ \overline{x} \leq |u_k| \times \prod_{j=k+1}^K \Theta_j \}} \mathbb{I}_n (u_k; \hat{\theta}_{k-1}, \theta_k,0, \overline{x}_{k+1}) \geq 1 \right) \leq \frac{C_L}{r^L} K^L
\]

for all \( n > 0 \) and \( r > 0 \), resulting in the desired estimate

\[
\sup_{\theta_0 \in \mathcal{K}} P_{\theta_0} [\hat{u}_n > r] \leq \frac{C_L}{r^L} K^L + \cdots + \frac{C_L}{r^L} K^L \leq \frac{C_L}{r^L} K^L
\]

Inequalities such as (2.1) and (2.3) are called polynomial type large deviation inequality (PLDI). General sufficient conditions for the PLDI were given in Yoshida [19, Theorem 2]. Obviously, the asymptotic mixed normality of \( \hat{u}_n \) follows upon additionally imposing a suitable functional weak convergence of \( Z_n \) combined with a suitable joint weak convergence of the random sequence

\[
(A_n(\theta_0), E_n(\theta_0), -A_n(\theta_0), \phi_n(\theta_0) A_n(\theta_0)).
\]

\[\square\]

3. Quasi-Bayesian Information Criterion

3.1. Some background. The Bayesian principle of model selection in \( \mathcal{M}_1, \ldots, \mathcal{M}_M \) is to choose the model that is most likely in terms of the posterior probability, i.e. to choose model \( \mathcal{M}_{m_0} \) such that

\[
m_0 = \arg\max_{m \in \{1, \ldots, M\}} P(\mathcal{M}_m | x_n),
\]

where

\[
P(\mathcal{M}_m | x_n) = \frac{p_m(x_n) p_m}{\sum_{i=1}^M p_i(x_n) p_i},
\]

where \( p_i(x_n) \) denotes the \( i \)-th model marginal quasi-likelihood function about data \( x_n \) (a sample from \( \mathcal{L}(X_n) \)):

\[
p_i(x_n) = \int_{\Theta_i} \exp[H_{i,n}(\theta)] \pi_i(\theta) d\theta.
\]

When the prior plausibilities on the \( M \) competing models must be equal, we select the model that maximizes \( p_i(x_n) \); even if the prior plausibilities are not equal, we can trivially correct the selection manner by the factors \( p_n \). Hence we use it as the principle of model selection by expressing the log marginal quasi-likelihood function which is a natural logarithm of the marginal quasi-likelihood function \( p_i(x_n) \).

As was explained in [13], yet another interpretation is possible through the KL divergence. The KL divergence between the true model \( g_n \) and a candidate model \( f_n \) is given by

\[
I(g_n; f_n) = E \left[ \log \frac{g_n(X_n)}{f_n(X_n)} \right] = E[\log g_n(X_n)] - E[\log f_n(X_n)],
\]

where the expectation is taken with respect to the true distribution \( G_n \). Then we see that

\[
- \int_{\Theta} \exp[\mathbb{L}_n(\theta)] \pi(\theta) d\theta
\]

gives, up to a common additive constant, an unbiased estimator of \( I(g_n; f_n \exp[\mathbb{L}_n(\theta)] \pi(\theta) d\theta) \) because

\[
E \left[ \log \left( \int_{\Theta} \exp[\mathbb{L}_n(\theta)] \pi(\theta) d\theta \right) \right] = E[\log g_n(X_n)] - I \left( g_n; \int_{\Theta} \exp[\mathbb{L}_n(\theta)] \pi(\theta) d\theta \right).
\]
Note that (3.1) holds true regardless of whether or not the true model is in the set of candidate models, implying that Bayesian principle of model selection can be restated as choosing the model that minimizes the KL divergence of the marginal quasi-likelihood function from the true distribution.

In particular, considering the case of IID observations with correctly specified regular models, say \( \mathbb{H}_n(\theta) = \sum_{i=1}^{n} \log p(x_i|\theta) \), Schwarz [15] showed that the logarithmic marginal quasi-likelihood

\[
\log \left( \int_{\Theta} \exp\{\mathbb{H}_n(\theta)\} \pi(\theta) d\theta \right)
\]

admits the stochastic expansion

\[
\log \left( \int_{\Theta} \exp\{\mathbb{H}_n(\theta)\} \pi(\theta) d\theta \right) = \sum_{i=1}^{n} \log p(x_i|\hat{\theta}_n^{MLE}) - \frac{p}{2} \log n + O_p(1), \tag{3.2}
\]

with \( \hat{\theta}_n^{MLE} \) denoting the maximum likelihood estimator of \( \theta \), under some regularity conditions and the Taylor expansion. Due to (3.2), we obtain the seminal classical Bayesian information criterion for model selection:

\[
BIC = -2 \sum_{i=1}^{n} \log p(x_i|\hat{\theta}_n^{MLE}) + p \log n. \tag{3.3}
\]

3.2. Stochastic expansion. We now consider the stochastic expansion of the marginal quasi-likelihood in the Bayesian principle of model selection. We will prove the asymptotic behavior of the log marginal quasi-likelihood function, and then derive an extension of the classical BIC. The next theorem is the main claim of this paper.

**Theorem 3.1.**

(i) Assume that Assumptions 2.1-2.3 are satisfied, then the logarithmic marginal quasi-likelihood function admits the stochastic expansion

\[
\log \left( \int_{\Theta} \exp\{\mathbb{H}_n(\theta)\} \pi(\theta) d\theta \right) = \mathbb{H}_n(\hat{\theta}_n) + \sum_{k=1}^{K} p_k \log a_{k,n}(\theta) - \frac{1}{2} \log |\Gamma_0| + \frac{p}{2} \log 2\pi + \frac{1}{2} ||\Gamma^{-\frac{1}{2}}_0 \Delta_n||^2 + \log \pi(\hat{\theta}_n) + o_p(1).
\]

(ii) Assume Assumptions 2.1-2.3, and that \( \log a_{k,n}(\hat{\theta}_{k,n}) - \log a_{k,n}(\theta_{k,0}) = o_p(1) \) and \( \log \pi(\hat{\theta}_n) - \log \pi(\theta_0) = o_p(1) \) are satisfied. Then the log marginal quasi-likelihood function admits the stochastic expansion:

\[
\log \left( \int_{\Theta} \exp\{\mathbb{H}_n(\theta)\} \pi(\theta) d\theta \right) = \mathbb{H}_n(\hat{\theta}_n) + \sum_{k=1}^{K} p_k \log a_{k,n}(\hat{\theta}_n) + \frac{p}{2} \log 2\pi - \frac{1}{2} \log \left| -A_n(\hat{\theta}_n) \partial^2_{\theta} \mathbb{H}_n(\theta) A_n(\hat{\theta}_n) \right| + \log \pi(\hat{\theta}_n) + o_p(1).
\]

**Remark 3.2.** It follows that the statistics

\[
\hat{F}_n := \mathbb{H}_n(\hat{\theta}_n) + \frac{p}{2} \log 2\pi - \frac{1}{2} \log \left| -\partial^2_{\theta} \mathbb{H}_n(\hat{\theta}_n) \right| + \log \pi(\hat{\theta}_n)
\]

is a consistent estimator of the (random) logarithmic marginal quasi-likelihood \( \log \left( \int_{\Theta} \exp\{\mathbb{H}_n(\theta)\} \pi(\theta) d\theta \right) \). From the frequentist point of view, it is more desirable to have the convergence of expected logarithmic marginal quasi-likelihood, which follows from the asymptotic uniform integrability of the sequence

\[
\left\{ \log \left( \int_{\Theta} \exp\{\mathbb{H}_n(\theta)\} \pi(\theta) d\theta \right) - \hat{F}_n \right\}_n
\]

In order to deduce it, obviously we would need conditions stronger than those in Theorem 3.1. For example, the stronger version of (2.2):

\[
\sup_n E \left[ \inf_{\theta \in \Theta} \left\{ \lambda_{\min} \left( -A_n(\theta_0) \partial^2_{\theta} \mathbb{H}_n(\theta) A_n(\theta_0) \right) \right\}^{-q} \right] < \infty
\]

for \( q > 0 \) large enough, would ensure the convergence of the expected logarithmic marginal quasi-likelihood; previously, [5] and [6] studied this kind of moment bounds for some time series models. The details of this topic will be reported elsewhere. \( \square \)
Building on Theorem 3.1 (ii), we define the quasi-Bayesian information criterion (QBIC) by
\[
\text{QBIC} := -2H_n(\hat{\theta}_n) + \log \left| -\partial^2_{\theta} H_n(\hat{\theta}_n) \right| \quad (3.4)
\]
\[
= -2H_n(\hat{\theta}_n) + 2 \sum_{k=1}^{K} p_k \log a_{kn}(\hat{\theta}_n)^{-1} + O_p(1). \quad (3.5)
\]

We compute QBIC for each candidate model to get, say QBIC\((1)\), \ldots, QBIC\((M)\), and then select the model minimizing it as the best model \(\mathfrak{M}_{m_0}\) in the sense of approximate Bayesian model description:
\[
m_0 = \arg\min_{m \in \{1, \ldots, M\}} \text{QBIC}(m).
\]
In the case of regular maximum likelihood estimation of IID-data model \(p(x|\theta)\) corresponds to
\[
H_n(\theta) = \sum_{i=1}^{n} \log p(X_i|\theta), \quad A_n(\hat{\theta}_n) = \frac{1}{\sqrt{n}} I_p,
\]
so that (3.5) becomes
\[
\text{QBIC} = -2 \sum_{i=1}^{n} \log p(X_i|\hat{\theta}_n) + p \log n + O_p(1),
\]
from which the BIC (3.3) is recovered by ignoring the \(O_p(1)\) term. Thus we have seen that QBIC is a far-reaching extension of the classical BIC.

Although the original definition (3.4) of QBIC has seemingly higher computational load than (3.5), it makes the correction taking the volume of observed information into account. In particular, when we consider a dependent data model, (3.4) would be more suitable than (3.5) whose bias correction is only based on the rate of convergence.

4. Example: Gaussian quasi-likelihood

4.1. General framework. A general setting for the Gaussian quasi-likelihood estimation is described as follows. Let \(X_n = (X_{n,j})_{j=0}^{n} = (X_{n,0}, \ldots, X_{n,n})\) be an array of random variables, where \(X_{n,j} \in \mathbb{R}\) for brevity. Let \(F_{n,j} := \sigma(X_{n,j}; j \leq n)\) denote the \(\sigma\)-field representing the data information at stage \(j\) when the number of data is \(n\). The Gaussian quasi-likelihood is constructed as if conditional distribution of \(X_{n,j}\) given past information \(F_{n,j-1}\) is Gaussian, i.e.
\[
\mathcal{L}(X_{n,j}|X_{n,0}, \ldots, X_{n,j-1}) \approx N(\mu_{n,j-1}(\theta), \sigma_{n,j-1}(\theta)),
\]
where \(\mu_{n,j-1}\) and \(\sigma_{n,j-1}\) are \(F_{n,j-1}\)-measurable random function on \(\Theta\); most often,
\[
\mu_{n,j-1}(\theta) = \mathbb{E}_{\theta}[X_{n,j}|F_{n,j-1}], \quad \sigma_{n,j-1}(\theta) = \text{var}_{\theta}[X_{n,j}|F_{n,j-1}],
\]
where the conditional expectation and variance are taken under the image measure of \(X_n\) associated with the parameter value \(\theta\). For simplicity, we will largely suppress the subscript “\(n\)”.

Because the quasi-likelihood is given by
\[
\theta \mapsto \sum_{j=1}^{n} \log \frac{1}{\sqrt{2\pi\sigma^2_{j-1}(\theta)}} \exp \left\{ -\frac{1}{2\sigma^2_{j-1}(\theta)} (X_j - \mu_{j-1}(\theta))^2 \right\},
\]
\[
= (\text{const.}) + \left[ -\frac{1}{2} \sum_{j=1}^{n} \left\{ \log \sigma^2_{j-1}(\theta) + \frac{(X_j - \mu_{j-1}(\theta))^2}{\sigma^2_{j-1}(\theta)} \right\} \right],
\]
we may define the Gaussian quasi-likelihood function by
\[
H_n(\theta) = -\frac{1}{2} \sum_{j=1}^{n} \left\{ \log \sigma^2_{j-1}(\theta) + \frac{(X_j - \mu_{j-1}(\theta))^2}{\sigma^2_{j-1}(\theta)} \right\}.
\]
Then, supposing that \(H_n\) and its partial derivatives can be continuously extended to the boundary \(\partial \Theta\), we define the Gaussian QMLE (GQMLE) by any maximizer of \(H_n\) over \(\Theta\).

It is well known that the GQME is not (often far from being) asymptotically efficient when the model is misspecified. However, it has the merit of robustness against the model misspecification: the GQMLE can often exhibit asymptotic (mixed-)normality under appropriate conditions even if the conditional distribution is deviating from being normal.
4.2. Ergodic diffusion process. Let \( X_n = (X_t)_{t=0}^n \) with \( t_j = jh_n \), where \( h_n \) is the discretization step and \( nh_n = T_n \) and \( X_t \) is a solution to the \( d \)-dimensional diffusion process defined by the stochastic differential equation

\[
dX_t = a(X_t, \theta_t) dt + b(X_t, \theta_t) dw_t, \quad t \in [0,T_n], \quad X_0 = x_0.
\]

Here \( a \) is an \( \mathbb{R}^d \)-valued function defined on \( \mathbb{R}^d \times \Theta_2 \), \( b \) is an \( \mathbb{R}^d \otimes \mathbb{R}^d \)-valued function defined on \( \mathbb{R}^d \times \Theta_1 \), \( w_t \) is a \( d \)-dimensional standard Wiener process and \( x_0 \) is a deterministic initial value. Parameter \( \theta = (\theta_1, \theta_2) \) is unknown with \( (\theta_1, \theta_2) \in \Theta_1 \times \Theta_2 \subset \mathbb{R}^{p_1} \times \mathbb{R}^{p_2} = \mathbb{R}^{p} \). We will assume that \( h_n \to 0, T_n = nh_n \to \infty, nh_n^2 \to 0 \) as \( n \to 0 \) and that for some positive constant \( \epsilon_0, nh_n \geq \epsilon_0 \) for every large \( n \).

Let \( B(x, \theta_1) = b(x, \theta_1)b(x, \theta_1) \) and \( \Delta_j X = X_{t_j} - X_{t_{j-1}} \). Then, up to a constant term, the quasi-likelihood function is given by

\[
\mathbb{H}_n(\theta) = -\frac{1}{2} \sum_{j=1}^n \left\{ \log |B(X_{t_{j-1}}, \theta_1)| + \frac{1}{h_n} (\Delta_j X - h_n a(X_{t_{j-1}}, \theta_2))^{\otimes 2} \right\}. \tag{4.1}
\]

Moreover, let \( A_n(\theta_0) = \text{diag}(\frac{1}{\sqrt{n}} I_{p_1}, \frac{1}{\sqrt{m_n}} I_{p_2}) \) be the rate matrix. We assume following conditions (Yoshida [19, Section 6]):

**Assumption 4.1.**

(i) For some constant \( C \),

\[
sup_{\theta_1, \theta_2} |\partial_{\theta_1}^i a(x, \theta_2)| \leq C(1 + |x|)^C \quad (0 \leq i \leq 4),
\]

\[
sup_{\theta_1, \theta_2} |\partial_{\theta_1}^i \partial_{\theta_1}^j b(x, \theta_1)| \leq C(1 + |x|)^C \quad (0 \leq i \leq 4, 0 \leq j \leq 2).
\]

(ii) \( \inf_{|u| = 1} \inf_{(x, \theta_1)} B(x, \theta_1)[u, u] > 0 \).

(iii) There exists a constant \( C \) such that for every \( x_1, x_2 \in \mathbb{R}^p \),

\[
\sup_{\theta_2 \in \Theta_2} [a(x_1, \theta_2) - a(x_2, \theta_2)] + \sup_{\theta_1 \in \Theta_1} |b(x_1, \theta_1) - b(x_2, \theta_1)| \leq C|x_1 - x_2|
\]

(iv) \( X_0 \in \bigcap_{p>0} L^p(P_{\theta_0}) \).

**Assumption 4.2.** For some constant \( a > 0 \),

\[
\sup_{t \in \mathbb{R}} \sup_{A \in \mathcal{A}[X, r \leq t], B \in \mathcal{B}[X, r \geq t+h]} |P_{\theta_0}[A \cap B] - P_{\theta_0}[A] P_{\theta_0}[B]| \leq a^{-1} e^{-ah} \quad (h > 0).
\]

Under Assumption 4.2 ensures the ergodicity: there exists a unique invariant probability measure \( \nu = \nu_{\theta_0} \) of \( X_t \) such that

\[
\frac{1}{T} \int_0^T g(X_t) dt \to \mathbb{P}_{\theta_0} \int g(x) \nu(dx) \quad (T \to \infty)
\]

for any bounded measurable function \( g \).

**Assumption 4.3.** There exists a positive constant \( \chi > 0 \) such that \( \mathcal{V}_{1,0}(\theta_2) \leq -\chi |\theta_1 - \theta_1|_0^2 \) for all \( \theta_1 \in \Theta_1 \), where

\[
\mathcal{V}_{1,0}(\theta_1) = -\frac{1}{2} \int_{\mathbb{R}^p} \left\{ \text{tr} \left( B(x, \theta_1)^{-1} B(x, \theta_1, 0) - I_p \right) + \log |B(x, \theta_1)| \right\} \nu(dx).
\]

**Assumption 4.4.** There exists a positive constant \( \chi' > 0 \) such that \( \mathcal{V}_{2,0}(\theta_2) \leq -\chi' |\theta_2 - \theta_2|_0^2 \) for all \( \theta_2 \in \Theta_2 \), where

\[
\mathcal{V}_{2,0}(\theta_2) = -\frac{1}{2} \int_{\mathbb{R}^p} B(x, \theta_1, 0)^{-1} \left[ (a(x, \theta_2) - a(x, \theta_2, 0))^{\otimes 2} \right] \nu(dx).
\]

The partial derivatives of \( \mathcal{H}_n \) are given as follows: for \( u_1 \in \mathbb{R}^{m_1} \) and \( u_2 \in \mathbb{R}^{m_2} \),

\[
\partial_{\theta_1}^2 \mathcal{H}_n(\theta_1, \theta_2)[u_1^{\otimes 2}] = \frac{1}{2} \sum_{j=1}^n \partial_{\theta_1}^2 \log |B(X_{t_{j-1}}, \theta_1)|
\]

\[
+ \frac{1}{h_n} \partial_{\theta_1}^2 B(X_{t_{j-1}}, \theta_1)^{-1} u_1^{\otimes 2}, (\Delta_j X - h_n a(X_{t_{j-1}}, \theta_2))^{\otimes 2} \}.
\]
Remark 4.7. Assume that Assumptions 4.1-4.4 are satisfied, then QBIC is given by

\[
\text{QBIC} = \sum_{j=1}^{n} \left\{ \log |B(X_{t_{j-1}}, \hat{\theta}_{1,n})| + \frac{1}{h_n} B(X_{t_{j-1}}, \hat{\theta}_{1,n})^{-1} \left[ (\Delta_{j} X - h_{n} a(X_{t_{j-1}}, \hat{\theta}_{2,n})) \right] \right\}
\]

Then, we obtain the corresponding QBIC as in the following theorem. The proof is given in Section 6.

**Theorem 4.5.** Suppose that Assumptions 4.1-4.4 are satisfied, then QBIC is given by

\[
\text{QBIC} = \sum_{j=1}^{n} \left\{ \log |B(X_{t_{j-1}}, \hat{\theta}_{1,n})| + \frac{1}{h_n} B(X_{t_{j-1}}, \hat{\theta}_{1,n})^{-1} \left[ (\Delta_{j} X - h_{n} a(X_{t_{j-1}}, \hat{\theta}_{2,n})) \right] \right\}
\]

Note that Theorem 4.6 is an example of K = 2.

In the case of ergodic diffusion process, convergence in probability

\[
\frac{1}{\sqrt{n^2 h_n}} \partial_{\theta_1} \partial_{\theta_2} \mathbb{H}_n(\hat{\theta}) \to P \quad (n \to \infty)
\]

is satisfied. Due to (4.2), we have that

\[
\log | - A_n(\hat{\theta}_n) \partial_{\theta_2} \mathbb{H}_n(\hat{\theta}_n) A_n(\hat{\theta}_n) | = \log \left| \begin{array}{cc}
- \frac{1}{n} \partial_{\theta_1}^2 \mathbb{H}_n(\hat{\theta}_n) & - \frac{1}{n} \partial_{\theta_1} \partial_{\theta_2} \mathbb{H}_n(\hat{\theta}_n) \\
- \frac{1}{n} \partial_{\theta_1} \partial_{\theta_2} \mathbb{H}_n(\hat{\theta}_n)' & - \frac{1}{n} \partial_{\theta_2}^2 \mathbb{H}_n(\hat{\theta}_n)
\end{array} \right|
\]

\[
= \log \left| \begin{array}{cc}
- \frac{1}{n} \partial_{\theta_1}^2 \mathbb{H}_n(\hat{\theta}_n) & 0 \\
0 & - \frac{1}{n} \partial_{\theta_2}^2 \mathbb{H}_n(\hat{\theta}_n)
\end{array} \right| + o_p(1)
\]

A statistics \( \hat{S}_n \) such that \( \hat{S}_n \) is easier to compute and that \( \hat{S}_n = \text{QBIC} + o_p(1) \) would be conveniently used as a variant of QBIC; recall (3.4) and (3.5).

**Theorem 4.6.** Assume that Assumptions 4.1-4.4 hold, then the statistics

\[
\hat{S}_n = \sum_{j=1}^{n} \left\{ \log |B(X_{t_{j-1}}, \hat{\theta}_{1,n})| + \frac{1}{h_n} B(X_{t_{j-1}}, \hat{\theta}_{1,n})^{-1} \left[ (\Delta_{j} X - h_{n} a(X_{t_{j-1}}, \hat{\theta}_{2,n})) \right] \right\}
\]

satisfies that \( \hat{S}_n = \text{QBIC} + o_p(1) \), where QBIC is that given in Theorem 4.5.

**Remark 4.7.**

1. Under similar conditions, we can generally express a second term of QBIC (3.4) with

\[
\sum_{k=1}^{K} \log | - \partial_{\theta_k}^2 \mathbb{H}_n(\hat{\theta}_n) |.
\]

2. It follows from Kessler [10] that we have

\[
(\sqrt{n}(\hat{\theta}_{1,n} - \theta_{1,0}), \sqrt{n}(\hat{\theta}_{2,n} - \theta_{2,0})) \to d\left( \mathcal{N}_{0}(0, \text{diag}(\Gamma_{1,0}(\theta_{1,0})^{-1}, \Gamma_{2,0}(\theta_{1,0}, \theta_{2,0})^{-1})) \right),
\]

where

\[
\Gamma_{1,0}(\theta_{1,0})[u_1^{\otimes 2}] = \frac{1}{2} \int \text{tr} \left\{ B(x, \theta_{1,0})^{-1} \left( \partial_{\theta_1} B(x, \theta_{1,0}) \right) B(x, \theta_{1,0})^{-1} \left( \partial_{\theta_1} B(x, \theta_{1,0}) \right)[u_1^{\otimes 2}] \nu(dx),
\]

\[
\Gamma_{2,0}(\theta_{1,0}, \theta_{2,0})[u_2^{\otimes 2}] = \int B(x, \theta_{1,0})^{-1} \left( \partial_{\theta_2} a(x, \theta_{2,0})[u_2], \partial_{\theta_2} a(x, \theta_{2,0})[u_2] \right) \nu(dx)
\]

for \( u_1 \in \mathbb{R}^{m_1} \), \( u_2 \in \mathbb{R}^{m_2} \).
4.3. Volatility-parameter estimation for continuous semimartingale. In this section, we deal with the stochastic integral equation

\[ dY_t = b_t dt + \sigma(X_t, \theta) dw_t, \quad t \in [0, T], \]

where \( w \) is an \( r \)-dimensional standard Wiener process, \( b \) and \( X \) are progressively measurable processes with values in \( \mathbb{R}^m \) and \( \mathbb{R}^d \), respectively, \( \sigma \) is an \( \mathbb{R}^m \otimes \mathbb{R}^d \)-valued function defined on \( \mathbb{R}^d \times \Theta \) and \( \Theta \in \mathbb{R}^p \).

The data set consists of discrete observations \( \mathbf{X}_n = (X_{t_j}, Y_{t_j})_{j=0}^{n} \) with \( t_j = jh_n \), where \( h_n = T/n \) and \( T \) is fixed. The process \( b \) is completely unobservable and unknown. All processes are defined on a filtered probability space \( B := (\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \leq T}, \mathbb{P}) \).

Let \( S(x, \theta) = \sigma(x, \theta)\sigma(x, \theta)' \) and \( \Delta_j Y = Y_j - Y_{j-1} \). Then the quasi-likelihood function becomes

\[
\mathbb{H}_n(\theta) = -\frac{1}{2} \sum_{j=1}^{n} \left\{ \log |S(X_{t_{j-1}}, \theta)| + \frac{1}{h_n} S(X_{t_{j-1}}, \theta)^{-1}[(\Delta_j Y)^\otimes 2] \right\}.
\]

We have that the asymptotic distribution of \( A_n(\theta_0)^{-1}(\hat{\theta}_n - \theta_0) = \sqrt{n}(\hat{\theta}_n - \theta_0) \) is mixed normal, i.e.

\[
\sqrt{n}(\hat{\theta}_n - \theta_0) \rightarrow^d \mathcal{N}(0, \Sigma_{\theta}^{-1/2} Z),
\]

where \( \Sigma_{\theta} \) is a symmetric \( p \times p \)-matrix which is a.s. positive-definite, and \( Z \) is a \( p \)-variate standard-normal random variable which is defined on an extension of \( B \) and is independent of \( B \); cf. Genon-Catalot and Jacod [9].

**Theorem 4.8.** Under suitable conditions, QBIC is given by

\[
\text{QBIC} = \sum_{j=1}^{n} \left\{ \log |S(X_{t_{j-1}}, \hat{\theta}_n)| + \frac{1}{h_n} S(X_{t_{j-1}}, \hat{\theta}_n)^{-1}[(\Delta_j Y)^\otimes 2] \right\} + \log \left| \frac{\partial S(X_{t_{j-1}}, \hat{\theta}_n)}{\partial \theta} \right|^2
\]

\[
- \left[ \frac{\partial S(X_{t_{j-1}}, \hat{\theta}_n)}{\partial \theta} \right] \left( \frac{\partial S(X_{t_{j-1}}, \hat{\theta}_n)}{\partial \theta} \right)' \left( \frac{\partial S(X_{t_{j-1}}, \hat{\theta}_n)}{\partial \theta} \right)^2 \right|,
\]

where \( S(X_{t_{j-1}}, \theta)^{-1} = (S_{jk}(X_{t_{j-1}}, \theta)^{-1})_{k,\ell=1}^{d} \).

In what follows, we consider the conditions for Theorem 4.8 when \( \sigma(x, \theta) = \exp(x'\theta/2) \), parameter space \( \Theta \) is compact and \( K = 1 \). The quasi-likelihood function becomes

\[
\mathbb{H}_n(\theta) = -\frac{1}{2} \sum_{j=1}^{n} \left\{ X_{t_{j-1}}' \theta + \frac{1}{h_n} (\Delta_j Y)^2 \exp(-X_{t_{j-1}}' \theta) \right\}.
\]

We assume following conditions:

**Assumption 4.9.**

(i) \( \forall q > 0, E[|X_0|^{q}] < \infty \).

(ii) \( \forall q > 0, \exists C > 0, \forall s, t \in [0, T], E[|X_t - X_s|^{q}] < C|t - s|^{q/2} \).

(iii) \( \forall q > 0, \sup_{\omega \in \Omega, t \leq T} E[|\theta_t|^{q}] < \infty \).

**Assumption 4.10.**

(i) \( \sup_{\omega \in \Omega, t \leq T} |X_t| < \infty \).

(ii) \( \forall L > 0, \exists C_L > 0, \forall r > 0, P \left[ \lambda_{\min} \left( \int_0^T X_t X_t' dt \right) \leq \frac{1}{r} \right] \leq C_L r^{-L} \).

It will be seen that Assumptions 4.9 and 4.10 ensure Assumption 2.1 and inequality (2.3), so that we can obtain the following.

**Corollary 4.11.** Assume Assumptions 4.9 and 4.10. Then QBIC is given by

\[
\text{QBIC} = \sum_{j=1}^{n} \left\{ X_{t_{j-1}}' \hat{\theta}_n + \frac{1}{h_n} (\Delta_j Y)^2 \exp(-X_{t_{j-1}}' \hat{\theta}_n) \right\} + \log \left| \frac{1}{2} \sum_{j=1}^{n} \frac{1}{h_n} \exp(-X_{t_{j-1}}' \hat{\theta}_n) X_{t_{j-1}} X_{t_{j-1}}' \right|.
\]

4.4. Simulation results. In this section, we estimate the parameters associated with the log-quasi-likelihood function and choose the model by using QBIC, BIC and AIC or the contrast-based information criterion (CIC). CIC is AIC-type criterion and defined in Uchida [17]. Moreover, we use **optim** at software R to estimate the parameters, hence it is required to set the initial values for numerical optimization. We here set the initial value as the value generated from uniform distribution \( U(\theta_0 - 0.5, \theta_0 + 0.5) \).
TABLE 1. The number of models selected by QBIC, BIC and CIC in Section 4.4.1 over 1000 simulations for various n (1-3 express the models, and the true model is Model 2)

<table>
<thead>
<tr>
<th>Criterion</th>
<th>n = 1000</th>
<th>n = 3000</th>
<th>n = 5000</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1  2*  3</td>
<td>1  2*  3</td>
<td>1  2*  3</td>
</tr>
<tr>
<td>QBIC</td>
<td>269 686 45</td>
<td>11 962 27</td>
<td>0 983 17</td>
</tr>
<tr>
<td>BIC</td>
<td>450 544 6</td>
<td>31 965 4</td>
<td>0 998 2</td>
</tr>
<tr>
<td>CIC</td>
<td>99  746 155</td>
<td>0 843 157</td>
<td>0 853 147</td>
</tr>
</tbody>
</table>

TABLE 2. The mean and the standard deviation (s.d.) of estimator $\hat{\theta}_{11}$, $\hat{\theta}_{12}$, $\hat{\theta}_{13}$, $\hat{\theta}_{21}$ and $\hat{\theta}_{22}$ in each model for various n (1-3 express the models, and the true parameter $(\theta_{110}, \theta_{120}, \theta_{130}, \theta_{210}, \theta_{220}) = (1, 0.7, 0, 2, 1)$)


4.4.1. Ergodic diffusion process. The data $X_n = (X_{t_j})_{j=0}^{n}$ with $t_j = jn^{-2/3}$ and the number of data $n$ are obtained from the true model defined by

$$dX_t = -(2X_t - 1)dt + \frac{1 + 0.7X_t^2}{1 + X_t^2}dw_t, \quad t \in [0, T_n], \quad X_0 = 1,$$

where $w$ is an 1-dimensional standard Winer process and $T_n = n^{1/3}$. We consider the following models:

**Model 1**: $dX_t = -(\theta_{21}X_t - \theta_{22})dt + \theta_{11}dw_t$;

**Model 2**: $dX_t = -(\theta_{21}X_t - \theta_{22})dt + \theta_{11} + \theta_{12}X_t^2dt + \theta_{13}dw_t$;

**Model 3**: $dX_t = -(\theta_{21}X_t - \theta_{22})dt + \theta_{11} + \theta_{13}X_t^2 + \theta_{12}X_t^2dt + \theta_{13}dw_t$.

That is, the true model is Model 2.

It follows from (4.1) that for the Models 1-3, the quasi-likelihood function is given for each model. We simulated the number of the model selected by using QBIC, BIC and CIC among the candidate Models 1-3 based on 1000 sample paths. For example, in the case of Model 1, QBIC, BIC and CIC are given by

$$QBIC = \sum_{j=1}^{n} \left\{ \log(\hat{\theta}_{11}^2) + 3n^{-2}\hat{\theta}_{11}^4\left[(\Delta_jX + n^{-2}(\hat{\theta}_{21}X_{t_j} - \hat{\theta}_{22}))^2\right] \right\} + \log \left\{ \sum_{j=1}^{n} -\hat{\theta}_{11}^2 + 3n^{-2}\hat{\theta}_{11}^4\left[(\Delta_jX + n^{-2}(\hat{\theta}_{21}X_{t_j} - \hat{\theta}_{22}))^2\right] \right\} + \log \left\{ n^{-2}\hat{\theta}_{11}^{-2}\sum_{j=1}^{n} X_{t_j}^2 - \left(n^{-2}\hat{\theta}_{11}^{-2}\sum_{j=1}^{n} X_{t_j}^{-2}\right)^2 \right\},$$

$$BIC = \sum_{j=1}^{n} \left\{ \log(\hat{\theta}_{11}) + n^{-2}\hat{\theta}_{11}^2\left[(\Delta_jX + n^{-2}(\hat{\theta}_{21}X_{t_j} - \hat{\theta}_{22}))^2\right] \right\} + \log n - 2\log n^4,$$

$$CIC = \sum_{j=1}^{n} \left\{ \log(\hat{\theta}_{11}) + n^{-2}\hat{\theta}_{11}^2\left[(\Delta_jX + n^{-2}(\hat{\theta}_{21}X_{t_j} - \hat{\theta}_{22}))^2\right] \right\} + 2 \times 3,$$

respectively, where $\hat{\theta}_{11}$, $\hat{\theta}_{21}$ and $\hat{\theta}_{22}$ are the GQMLE. The simulations are done for each $n = 1000, 3000, 5000$. Note that Model 1 is a misspecified model.

Table 1 summarizes the comparison results of the frequency of the model selection. The larger $n$ becomes, the higher the probability that Model 2 is selected by QBIC and BIC becomes. However the probability that Model 1 is selected by QBIC, BIC and CIC is very low when $n$ is large. This result implies that the probability that the misspecified model is selected by QBIC tends to zero as $n \to \infty$.

Table 2 summarizes the mean and the standard deviation of estimators in each model.
TABLE 3. The number of models selected by QBIC, BIC and AIC in Section 4.4.2 over 1000 simulations for various $n$ (1-7 express the models, and the true model is model 4)

<table>
<thead>
<tr>
<th>Criterion</th>
<th>$n = 50$</th>
<th>$n = 100$</th>
<th>$n = 200$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1 2 3 4* 5 6 7</td>
<td>1 2 3 4* 5 6 7</td>
<td>1 2 3 4* 5 6 7</td>
</tr>
<tr>
<td>QBIC</td>
<td>74 0 0 925 0 0 0</td>
<td>57 0 0 943 0 0 0</td>
<td>37 0 0 963 0 0 0</td>
</tr>
<tr>
<td>BIC</td>
<td>67 0 0 933 0 0 0</td>
<td>39 0 0 961 0 0 0</td>
<td>25 0 0 975 0 0 0</td>
</tr>
<tr>
<td>AIC</td>
<td>183 0 0 817 0 0 0</td>
<td>178 0 0 822 0 0 0</td>
<td>179 0 0 821 0 0 0</td>
</tr>
</tbody>
</table>

TABLE 4. The mean and the standard deviation (s.d.) of estimator $\hat{\theta}_1$, $\hat{\theta}_2$ and $\hat{\theta}_3$ in each model for various $n$ (1-7 express the models, and the true parameter $\theta_0 = (0, -2, 3)$)

<table>
<thead>
<tr>
<th>n</th>
<th>$\hat{\theta}_1$ mean (s.d.)</th>
<th>$\hat{\theta}_2$ mean (s.d.)</th>
<th>$\hat{\theta}_3$ mean (s.d.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>-0.0564 (-0.2086)</td>
<td>-1.8312 (-0.2879)</td>
<td>3.1129 (-0.2978)</td>
</tr>
<tr>
<td>100</td>
<td>-0.0218 (0.1509)</td>
<td>-1.8972 (0.2006)</td>
<td>3.0748 (0.2052)</td>
</tr>
<tr>
<td>200</td>
<td>-0.0183 (0.1026)</td>
<td>-1.9586 (0.1461)</td>
<td>3.02986 (0.1442)</td>
</tr>
</tbody>
</table>

4.4.2. Volatility-parameter estimation for continuous semimartingale. Let $(X_t, Y_t, j/n)$ be a data set with $t_j = j/n$ and the number of data $n$. We consider $n = 50, 100, 200$ and simulate 1000 data sets from the stochastic integral equation

$$dY_t = \exp \left( \frac{1}{2} X_t^{'} \theta \right) dw_t = \exp \left( \frac{1}{2} (\theta_1 X_{1,t} + \theta_2 X_{2,t} + \theta_3 X_{3,t}) \right) dw_t, \quad t \in [0, 1],$$

where $X_t = (X_{1,t}, X_{2,t}, X_{3,t})'$, $\theta = (\theta_1, \theta_2, \theta_3)'$, and $w$ is an 1-dimensional standard Wiener process. We set $\theta_0 = (0, -2, 3)$ and

$$X_{t,j} = \left( 1, \cos \left( \frac{2j\pi}{n} \right), \sin \left( \frac{2j\pi}{n} \right) \right)', \quad j = 0, 1, \ldots, n.$$

We consider the following models:

**Model 1:** $dY_t = \exp \left( \frac{1}{2} (\theta_1 X_{1,t} + \theta_2 X_{2,t} + \theta_3 X_{3,t}) \right) dw_t$;

**Model 2:** $dY_t = \exp \left( \frac{1}{2} (\theta_1 X_{1,t} + \theta_2 X_{2,t}) \right) dw_t$;

**Model 3:** $dY_t = \exp \left( \frac{1}{2} (\theta_1 X_{1,t} + \theta_3 X_{3,t}) \right) dw_t$;

**Model 4:** $dY_t = \exp \left( \frac{1}{2} (\theta_2 X_{2,t} + \theta_3 X_{3,t}) \right) dw_t$;

**Model 5:** $dY_t = \exp \left( \frac{1}{2} (\theta_1 X_{1,t}) \right) dw_t$;

**Model 6:** $dY_t = \exp \left( \frac{1}{2} (\theta_2 X_{2,t}) \right) dw_t$;

**Model 7:** $dY_t = \exp \left( \frac{1}{2} (\theta_3 X_{3,t}) \right) dw_t$.

Then the true model is Model 4.

It follows from (4.3) that for the Models 1-7, we have the quasi-likelihood functions, respectively. Thus, for each model, the maximum likelihood estimator is obtained from the quasi-likelihood, and QBIC, BIC
and AIC of the models are computable. For example, in the case of Model 1, QBIC, BIC and AIC are given by

\[
\text{QBIC} = \sum_{j=1}^{n} \left\{ (\hat{\theta}_1 X_{1,j-1} + \hat{\theta}_2 X_{2,j-1} + \hat{\theta}_3 X_{3,j-1}) + n(\Delta_j)^2 \exp \left( -\hat{\theta}_1 X_{1,j-1} - \hat{\theta}_2 X_{2,j-1} - \hat{\theta}_3 X_{3,j-1} \right) \right\} \\
+ \log \frac{n}{2} \sum_{j=1}^{n} \exp \left( -\hat{\theta}_1 X_{1,j-1} - \hat{\theta}_2 X_{2,j-1} - \hat{\theta}_3 X_{3,j-1} \right) X_{j-1}',
\]

\[
\text{BIC} = \sum_{j=1}^{n} \left\{ (\hat{\theta}_1 X_{1,j-1} + \hat{\theta}_2 X_{2,j-1} + \hat{\theta}_3 X_{3,j-1}) + n(\Delta_j)^2 \exp \left( -\hat{\theta}_1 X_{1,j-1} - \hat{\theta}_2 X_{2,j-1} - \hat{\theta}_3 X_{3,j-1} \right) \right\} \\
+ 3 \log n,
\]

\[
\text{AIC} = \sum_{j=1}^{n} \left\{ (\hat{\theta}_1 X_{1,j-1} + \hat{\theta}_2 X_{2,j-1} + \hat{\theta}_3 X_{3,j-1}) + n(\Delta_j)^2 \exp \left( -\hat{\theta}_1 X_{1,j-1} - \hat{\theta}_2 X_{2,j-1} - \hat{\theta}_3 X_{3,j-1} \right) \right\} \\
+ 3 \times 2,
\]

where \(\hat{\theta}_1, \hat{\theta}_2\) and \(\hat{\theta}_3\) are estimators.

Table 3 summarizes the comparison results of the frequency of the model selection. Model 4 is selected with high frequency as the optimal model for all cases. AIC tends to choose a model larger than the true one even for large sample size. QBIC and BIC tend to perform better when the sample size become larger. This result indicates that QBIC may have consistency for the model selection among the competing models including the true model. These phenomena are common in model selection.

Table 4 summarizes the mean and the standard deviation of estimators in each model. In the case of Model 4, the estimators get closer to the true value and the standard deviation become smaller when the sample size become larger.

5. Proofs

5.1. Proof of Theorem 2.4 (ii).

Recall that \(U_n(\theta_0) = \{ u \in \mathbb{R}^p : \theta_0 + A_n(\theta_0)u \in \Theta \}\). In what follows, we deal with the zero-extended version of \(Z_n\) and use the same notation: \(Z_n\) vanishes outside \(U_n(\theta_0)\), so that

\[
\int_{\mathbb{R}^p \setminus U_n(\theta_0)} Z_n(u) du = 0.
\]

By using the Taylor expansion, we obtain that

\[
Z_n(u) = \exp \left( \Delta_n[u] - \frac{1}{2} \left( -A_n(\theta_0) \partial^2_{\theta} \mathbb{H}_n(\theta) A_n(\theta_0) \right)[u, u] \right),
\]

where \(\hat{\theta}_n = \theta_0 + \xi (\theta_0 + A_n(\theta_0)u - \theta_0) = \theta_0 + \xi A_n(\theta_0)u\) for some \(\xi\) satisfying \(0 < \xi < 1\). Then, for any \(\epsilon > 0\) and \(M > 0\),

\[
P \left[ \int_{U_n(\theta_0) \cap \{|u| \geq M\}} Z_n(u) du > \epsilon \right] \\
\leq P \left[ \int_{|u| \geq M} Z_n(u) du > \epsilon ; \inf_{\theta \in \Theta} \lambda_{\min} \left( -A_n(\theta_0) \partial^2_{\theta} \mathbb{H}_n(\theta) A_n(\theta_0) \right) < \delta \right] \\
+ P \left[ \int_{|u| \geq M} Z_n(u) du > \epsilon ; \inf_{\theta \in \Theta} \lambda_{\min} \left( -A_n(\theta_0) \partial^2_{\theta} \mathbb{H}_n(\theta) A_n(\theta_0) \right) \geq \delta \right] \\
\leq P \left[ \inf_{\theta \in \Theta} \lambda_{\min} \left( -A_n(\theta_0) \partial^2_{\theta} \mathbb{H}_n(\theta) A_n(\theta_0) \right) < \delta \right] + P \left[ \int_{|u| \geq M} \exp \left( \Delta_n[u] - \frac{\delta}{2}[u, u] \right) du > \epsilon \right],
\]

where \(\delta > 0\) is satisfied (2.2). We can take \(M > 0\) large enough, and inequality

\[
P \left[ \int_{|u| \geq M} \exp \left( \Delta_n[u] - \frac{\delta}{2}[u, u] \right) du > \epsilon \right] < \epsilon
\]

is established. Because of this inequality and (2.2), for some \(N\), \(P \left[ \int_{U_n(\theta_0) \cap \{|u| \geq M\}} Z_n(u) du > \epsilon \right] < \epsilon\) for all \(n \geq N\).
5.2. Proof of Theorem 3.1.
(i) By using the change of variable \( \theta = \theta_0 + A_n(\theta_0)u \), the log marginal quasi-likelihood function becomes

\[
\log \left( \int_{\Theta} \exp\{H_n(\theta)\} \pi(\theta) d\theta \right) = H_n(\theta_0) + \sum_{k=1}^{K} p_k \log a_k(\theta_0) + \log \left( \int_{U_n(\theta_0)} Z_n(u) \pi(\theta_0 + A_n(\theta_0)u) du \right).
\]

As a consequence of this equality, we have that

\[
\log \left( \int_{\Theta} \exp\{H_n(\theta)\} \pi(\theta) d\theta \right) - \left( H_n(\theta_0) + \sum_{k=1}^{K} p_k \log a_k(\theta_0) + \log Q_n \right) = \log (Q_n + \varepsilon_n) - \log Q_n,
\]

where

\[
Q_n = \pi(\theta_0) \int_{\mathcal{R}^p} \exp \left( \Delta_n[u] - \frac{1}{2} \Gamma_0[u, u] \right) du,
\]

\[
\varepsilon_n = \int_{U_n(\theta_0)} Z_n(u) \left( \pi(\theta_0 + A_n(\theta_0)u) - \pi(\theta_0) \right) du + \pi(\theta_0) \int_{\mathcal{R}^p} \left\{ Z_n(u) - \exp \left( \Delta_n[u] - \frac{1}{2} \Gamma_0[u, u] \right) \right\} du.
\]

First we prove \( \log \bar{Q}_n = \log \pi(\theta_0) + \frac{1}{2} \|\Gamma_0^{-\frac{1}{2}} \Delta_n\|^2 + \frac{1}{2} \log(2\pi) - \frac{1}{2} \log |\Gamma_0| \).

\[
\bar{Q}_n = \pi(\theta_0) \int_{\mathcal{R}^p} \exp \left( \Delta_n[u] - \frac{1}{2} \Gamma_0[u, u] \right) du
= \pi(\theta_0) \exp \left( \frac{1}{2} \|\Gamma_0^{-\frac{1}{2}} \Delta_n\|^2 \right) \int_{\mathcal{R}^p} \exp \left\{ - \frac{1}{2} \Gamma_0[u - \Gamma_0^{-1} \Delta_n, u - \Gamma_0^{-1} \Delta_n] \right\} du
= \pi(\theta_0) \exp \left( \frac{1}{2} \|\Gamma_0^{-\frac{1}{2}} \Delta_n\|^2 \right)(2\pi)^{\frac{p}{2}} |\Gamma_0|^{-\frac{1}{2}}.
\]

Because of Assumptions 2.1 and 2.2, \( \log \bar{Q}_n \) is given by

\[
\log \bar{Q}_n = \log \pi(\theta_0) + \frac{1}{2} \|\Gamma_0^{-\frac{1}{2}} \Delta_n\|^2 + \frac{p}{2} \log(2\pi) - \frac{1}{2} \log |\Gamma_0|.
\]

Next we consider \( \varepsilon_n \).

\[
|\varepsilon_n| \leq \int_{U_n(\theta_0)} Z_n(u) \left| \pi(\theta_0 + A_n(\theta_0)u) - \pi(\theta_0) \right| du + \pi(\theta_0) \int_{\mathcal{R}^p} \left| Z_n(u) - \exp \left( \Delta_n[u] - \frac{1}{2} \Gamma_0[u, u] \right) \right| du.
\]

For any \( \epsilon > 0 \) and for some \( M \) large enough,

\[
P \left[ \int_{U_n(\theta_0)} Z_n(u) \left| \pi(\theta_0 + A_n(\theta_0)u) - \pi(\theta_0) \right| du > \epsilon \right]
\leq P \left[ \int_{U_n(\theta_0) \cap \{|u| < M\}} Z_n(u) \left| \pi(\theta_0 + A_n(\theta_0)u) - \pi(\theta_0) \right| du > \frac{\epsilon}{2} \right]
+ P \left[ \int_{U_n(\theta_0) \cap \{|u| \geq M\}} Z_n(u) \left| \pi(\theta_0 + A_n(\theta_0)u) - \pi(\theta_0) \right| du > \frac{\epsilon}{2} \right]
\leq P \left[ \int_{|u| < M} Z_n(u) \left| \pi(\theta_0 + A_n(\theta_0)u) - \pi(\theta_0) \right| du > \frac{\epsilon}{2} \right]
+ P \left[ \int_{|u| \geq M} Z_n(u) \left| \pi(\theta_0 + A_n(\theta_0)u) - \pi(\theta_0) \right| du > \frac{\epsilon}{2} \right]
\leq P \left[ \sup_{|u| < M} \left| \pi(\theta_0 + A_n(\theta_0)u) - \pi(\theta_0) \right| \sup_{|u| < M} Z_n(u) > \frac{\epsilon}{2} \right]
+ P \left[ \sup_{|u| \geq M} \left| \pi(\theta_0 + A_n(\theta_0)u) - \pi(\theta_0) \right| du > \frac{\epsilon}{2} \right].
\]

Let \( r_n(u) = \frac{1}{M} (\Gamma_0 - \Gamma_n)[u, u] + \frac{1}{M} \sum_{k=1}^{K} a_k u_k + \left( \partial \pi(\theta_0) \partial \theta_0 H_n(\theta_0) a_{n, ij}(\theta_0) A_{n, ki}(\theta_0) A_{n, kj}(\theta_0) \right) \Delta_n[u, u] + \left( \partial \pi(\theta_0) \partial \theta_0 H_n(\theta_0) a_{n, k}(\theta_0) u_k \right) \Delta_n[u, u] + \left( \partial \pi(\theta_0) \partial \theta_0 H_n(\theta_0) a_{n, 0}(\theta_0) \right) \Delta_n[u, u] \right) = O_p(1),
\]

so that \( \sup_{|u| < M} \left| \pi(\theta_0 + A_n(\theta_0)u) - \pi(\theta_0) \right| \sup_{|u| < M} Z_n(u) \) converges to 0 in probability. Hence for some \( N' \),

\[
P \left[ \int_{U_n(\theta_0)} Z_n(u) \left| \pi(\theta_0 + A_n(\theta_0)u) - \pi(\theta_0) \right| du > \epsilon \right] < \frac{\epsilon}{2} + \frac{\epsilon}{4M} \sup_{|u| \geq M} \pi(\theta) \lesssim \epsilon
\]

for every \( n \geq N \) from Assumption 2.3. Then, it is easy to see that for any \( \epsilon' > 0 \) and for some \( N' \),

\[
P \left[ \int_{U_n(\theta_0)} Z_n(u) \left| \pi(\theta_0 + A_n(\theta_0)u) - \pi(\theta_0) \right| du > \epsilon \right] < \epsilon'
\]
for all $n \geq N'$, i.e. $\int_{\mathbb{R}} Z_n(u) |\pi(\theta_0 + A_n(\theta_0)u) - \pi(\theta_0)| du \to P_{\theta_0}^U 0$. For any $\delta > 0$ and for some $K > 0$,

$$P\left[ \int_{\mathbb{R}} \left| Z_n(u) - \exp \left( \frac{1}{2} \Gamma_0[u,u] \right) \right| du > \delta \right]$$

$$\leq P\left[ \int_{\mathbb{R}\cap \{|u|<K\}} \left| Z_n(u) - \exp \left( \frac{1}{2} \Gamma_0[u,u] \right) \right| du > \frac{\delta}{2} \right]$$

$$+ P\left[ \int_{\mathbb{R}\cap \{|u|\geq K\}} \left| Z_n(u) - \exp \left( \frac{1}{2} \Gamma_0[u,u] \right) \right| du > \frac{\delta}{2} \right]$$

$$\leq P\left[ \int_{|u|<K} |Z_n(u) - \exp \left( \Delta_n[u] - \frac{1}{2} \Gamma_0[u,u] \right) | du > \frac{\delta}{2} \right] + P\left[ \int_{\mathbb{R}\cap \{|u|\geq K\}} Z_n(u) du > \frac{\delta}{4} \right]$$

$$+ P\left[ \int_{|u|\geq K} \exp \left( \Delta_n[u] - \frac{1}{2} \Gamma_0[u,u] \right) du > \frac{\delta}{4} \right]$$

$$= P\left[ \int_{|u|<K} Z_n(u) - \exp \left( \Delta_n[u] - \frac{1}{2} \Gamma_0[u,u] \right) du > \frac{\delta}{2} \right] + P\left[ \int_{\mathbb{R}\cap \{|u|\geq K\}} Z_n(u) du > \frac{\delta}{4} \right]$$

$$+ P\left[ \int_{|u|\geq K} \exp \left( \Delta_n[u] - \frac{1}{2} \Gamma_0[u,u] \right) du > \frac{\delta}{4} \right].$$

Under Assumptions 2.1 and 2.3, we can take $K > 0$ large enough such that

$$P\left[ \int_{\mathbb{R}\cap \{|u|\geq K\}} Z_n(u) du > \frac{\delta}{4} \right] < \frac{\delta}{4}, \quad (5.1)$$

$$P\left[ \int_{|u|\geq K} \exp \left( \Delta_n[u] - \frac{1}{2} \Gamma_0[u,u] \right) du > \frac{\delta}{4} \right] < \frac{\delta}{4}. \quad (5.2)$$

Since $\Delta_n[u] = \frac{1}{2} \Gamma_0[1,1] \leq \Delta_n[\Gamma_0^{-1} \Delta_n] = \frac{1}{2} \Delta_n[\Gamma_0^{-1} \Delta_n] = \frac{1}{2} \Delta_n[\Gamma_0^{-1} \Delta_n] \leq \frac{1}{2} \Delta_n[\Gamma_0^{-1} \Delta_n]$ as $\partial_n \left( \Delta_n[u] - \frac{1}{2} \Gamma_0[u,u] \right) = \Delta_n - \Gamma_0 u = 0$ if and only if $u = \Gamma_0^{-1} \Delta_n$ and Assumption 2.1 holds, for the same $K > 0$,

$$\int_{|u|<K} \left| Z_n(u) - \exp \left( \Delta_n[u] - \frac{1}{2} \Gamma_0[u,u] \right) \right| du \lesssim \sup_{|u|<K} \left| \exp \left( \Delta_n[u] - \frac{1}{2} \Gamma_0[u,u] \right) \left( \exp \{r_n(u)\} - 1 \right) \right|$$

$$\leq \sup_{|u|<K} \left| \exp \{r_n(u)\} - 1 \right| \left( \frac{1}{2} \Delta_n[\Gamma_0^{-1} \Delta_n] \right) \to P_{\theta_0} 0. \quad (5.3)$$

Because of (5.1)-(5.3), $\int_{\mathbb{R}} \left| Z_n(u) - \exp \left( \Delta_n[u] - \frac{1}{2} \Gamma_0[u,u] \right) \right| du$ is shown to converge to 0 in probability in the same way as above. Therefore we obtain that $\tilde{\epsilon}_n \to P_{\theta_0} 0$ and that

$$\log (Q_n + \tilde{\epsilon}_n) - \log Q_n = \left( \log Q_n + o_p(1) \right) - \log Q_n = o_p(1),$$

so that (i) is established.

(ii) Asymptotic behavior of the log marginal quasi-likelihood function is given by (i). Thus we should replace it by the estimator $\hat{\theta}_n$:

$$\hat{\theta}_n = A_n(\theta_0) \partial_0 \mathbb{H}_n(\theta_0)$$

$$= -A_n(\theta_0) \int_0^1 \partial^2 \mathbb{H}_n \left( \hat{\theta}_n + s(\theta_0 - \hat{\theta}_n) \right) ds [\hat{u}_n] = \hat{\Gamma}_n [\hat{u}_n],$$

where $\hat{\Gamma}_n = -A_n(\theta_0) \int_0^1 \partial^2 \mathbb{H}_n \left( \hat{\theta}_n + s(\theta_0 - \hat{\theta}_n) \right) ds$. Because of Assumption 2.1, $\hat{\Gamma}_n = \Gamma_0 + o_p(1)$ are satisfied. Therefore

$$\mathbb{H}_n(\theta_0) = H_n(\hat{\theta}_n) - \frac{1}{2} \hat{u}_n^T \Gamma_0 \hat{u}_n + o_p(1)$$

$$= H_n(\hat{\theta}_n) - \frac{1}{2} (\Gamma_0^{-1} \Delta_n) / \Gamma_0 (\Gamma_0^{-1} \Delta_n) + o_p(1)$$

$$= H_n(\hat{\theta}_n) - \frac{1}{2} ||\Gamma_0^{-1} \Delta_n||^2 + o_p(1)$$

by the Taylor expansion of $\mathbb{H}_n(\theta_0)$. Moreover, we assume that $\log a_{kn}(\theta_{kn}) - \log a_{kn}(\theta_{k,0}) = o_p(1)$ and $\log \pi(\hat{\theta}_n) - \log \pi(\theta_0) = o_p(1)$ are satisfied, so that (ii) is established.
5.3. Proof of Theorem 4.5.
Under Assumptions 4.1–4.4, we should prove that Assumption 2.1 (ii), (iii), (iv) and inequality (2.3) are satisfied. We get the following lemmas. The proof is given in Yoshida [19, Section 6].

**Lemma 5.1.**
(i) \(\forall p > 1, \sup_{n > 0} E_{\theta_0} \left[ \sup_{\theta_2 \in \Theta_2} \left| \frac{1}{\sqrt{n}} \theta_0 \mathbb{E}_n(\theta_{1,0}, \theta_2) \right|^p \right] < \infty.\)
(ii) Let \(\epsilon_1 = \frac{\epsilon}{2}. \forall p > 0, \sup_{n > 0} E_{\theta_0} \left[ \sup_{\theta_2 \in \Theta_2} \left( \sup \{ nh_n \} \right)|Y_{1,n}(\theta_1, \theta_2) - Y_{1,0}(\theta_1)| \right]^p \right] < \infty,\)
where
\[
Y_{1,n}(\theta_1, \theta_2) = \frac{1}{n} \left( \mathbb{E}_n(\theta_1, \theta_2) - \mathbb{E}_n(\theta_{1,0}, \theta_2) \right)
\]
\[
= -\frac{1}{2n} \sum_{j=1}^n \left\{ \log \frac{|B(X_{t,j-1}, \theta_1)|}{|B(X_{t,j-1}, \theta_{1,0})|} \right. \\
+ \frac{1}{nh_n} (B(X_{t,j-1}, \theta_1)^{-1} - B(X_{t,j-1}, \theta_{1,0})^{-1}) \left[ (\Delta_j X - h_n a(X_{t,j-1}, \theta_2))^2 \right].
\]
(iii) \(\forall p > 0, \sup_{n > 0} E_{\theta_0} \left[ \left( \frac{1}{\sqrt{n}} \sum_{\theta_2 \in \Theta_2} \left| \frac{1}{n} \mathbb{E}_n(\theta_{1,0}, \theta_2) - \Gamma_1,0(\theta_{1,0}) \right| \right]^p \right] < \infty.\)
(iv) \(\forall p > 0, \sup_{n > 0} E_{\theta_0} \left[ \sup_{\theta_2 \in \Theta_2} \left( \sup \{ nh_n \} \right)|Y_{2,n}(\theta_2) - Y_{2,0}(\theta_2)| \right]^p \right] < \infty,\)
where
\[
Y_{2,n}(\theta_2) = \frac{1}{nh_n} (\mathbb{E}_n(\theta_{1,0}, \theta_2) - \mathbb{E}_n(\theta_{1,0}, \theta_{2,0}))
\]
\[
= -\frac{1}{nh_n} \sum_{j=1}^n \left\{ B(X_{t,j-1}, \theta_{1,0})^{-1} |\Delta_j X, a(X_{t,j-1}, \theta_2) - a(X_{t,j-1}, \theta_{2,0})| \right. \\
+ \frac{1}{2nh_n} B(X_{t,j-1}, \theta_{1,0})^{-1} |a(X_{t,j-1}, \theta_2)^{\otimes 2} - a(X_{t,j-1}, \theta_{2,0})^{\otimes 2}|. \]
(iii) \(\forall p > 0, \sup_{n > 0} E_{\theta_0} \left[ \left( \frac{1}{\sqrt{n}} \sum_{\theta_2 \in \Theta_2} \left| \frac{1}{n} \mathbb{E}_n(\theta_{1,0}, \theta_2) \right| \right]^p \right] < \infty.\)
(iv) \(\forall p > 0, \sup_{n > 0} E_{\theta_0} \left[ \sup_{\theta_2 \in \Theta_2} \left( \sup \{ nh_n \} \right)|\mathbb{E}_n(\theta_{1,0}, \theta_2) - \Gamma_2,0(\theta_{1,0}, \theta_{2,0})| \right]^p \right] < \infty.\)

From these lemmas and sufficient conditions for PLDI (Yoshida [19, Theorem 3]), for every \(L > 0,\) some \(C_L > 0,\)
\[
P_{\theta_0} \left[ \sup_{\{(u_1, \theta_2) \in \{r \leq |u_1| \} \times \Theta_2} \mathbb{E}_n(\theta_{1,0}, \theta_2) \right] \geq e^{-r} \right] \leq \frac{C_L}{r^L},
\]
\[
P_{\theta_0} \left[ \sup_{\{u_2 \in \{r \leq |u_2| \}} \mathbb{E}_n(\theta_{1,0}, \theta_{2,0}) \right] \geq e^{-r} \right] \leq \frac{C_L}{r^L},
\]
for any \(n > 0, r > 0.\) Hence inequality (2.3) holds.

Next, we have that
\[
\left| \sup_{\theta \in \Theta} \left( \partial_{\theta_0} \partial_{\theta} \partial_{\theta_0} \mathbb{E}_n(\theta) \right) A_{n,ii}(\theta_0) A_{n,jj}(\theta_0) A_{n,kk}(\theta_0) \right|
\]
Because of Lemma 5.1 (iii),
\[ n^{-\frac{3}{2}} \left\| \sup_{\theta \in \Theta} (\partial_{\theta^i} \partial_{\theta^j} \partial_{\theta^k} H_n(\theta)) \right\|_{L_r^p} = o_p(1). \]

In a similar manner as Lemma 5.1 and Lemma 5.2, we can show that for every \( R > 0 \),
\[ n^{-\frac{1}{2}} (nh_n)^{-\frac{1}{2}} \left\| \sup_{\theta \in \Theta} (\partial_{\theta^i} \partial_{\theta^j} \partial_{\theta^k} H_n(\theta)) \right\|_{L_r^p} = o_p(1), \]
\[ n^{-\frac{1}{2}} (nh_n)^{-\frac{1}{2}} \left\| \sup_{\theta \in \Theta} (\partial_{\theta^i} \partial_{\theta^j} \partial_{\theta^k} H_n(\theta)) \right\|_{L_r^p} = o_p(1), \]
\[ (nh_n)^{-\frac{1}{2}} \left\| \sup_{\theta \in \Theta} (\partial_{\theta^i} \partial_{\theta^j} \partial_{\theta^k} H_n(\theta)) \right\|_{L_r^p} = o_p(1). \]
Thus Assumption 2.1 (iv) is established. Moreover, as a consequence of Lemma 5.1 (iv), Lemma 5.2 (iv) and (4.2), Assumption 2.1 (iii) is satisfied. Finally, we will prove the tightness of \( A_n(\theta_0) \partial H_n(\theta_0) \). Due to Lemma 5.1 (i) and Lemma 5.2 (i),
\[ |A_n(\theta_0) \partial H_n(\theta_0)| \leq \frac{1}{\sqrt{n}} \partial_{\theta^i} \partial_{\theta^j} H_n(\theta_1, \theta_2, \theta) \bigg|_{\theta = \theta_0} + \frac{1}{\sqrt{n}} \partial_{\theta^i} \partial_{\theta^j} H_n(\theta_1, \theta_2, \theta) \bigg|_{\theta = \theta_0} = O_p(1). \]

5.4. Proof of Corollary 4.11.
Because of Theorem 3 of Uchida and Yoshida [18], we can get inequality (2.3), and the proof of this theorem implies that Assumption 2.1 holds. Therefore it is enough to check the conditions [H1] and [H2] of Uchida and Yoshida [18]. As a consequence of Assumption 4.10 (i) and the compactness of \( \Theta \), \( 0 < \inf_{\theta \neq \theta_0, T, \theta \in \Theta} \exp(X'_{i} \theta) \). This inequality and Assumption 4.9 establish [H1]. If we can show that for every \( L > 0 \), there exists \( C_L > 0 \) such that \( P[\chi_0 \leq r^{-1}] \leq \frac{C_L}{r^2} \) for all \( r > 0 \), [H2] is valid. Here
\[ \chi_0 = \inf_{\theta \neq \theta_0} \frac{1}{T} \int_0^T \left\{ X'_{i}(\theta - \theta_0) + \left( \exp(X'_{i}(\theta - \theta_0)) - 1 \right) \right\} dt. \]

By using the Taylor expansion, \( \exp(x) \) becomes
\[ \exp(x) = 1 + x + \frac{1}{2} \exp(\xi x) x^2 \]
for some \( \xi \) satisfying \( 0 < \xi < 1 \). By letting \( x = X'_{i}(\theta - \theta_0) \), we obtain that
\[ X'_{i}(\theta_0 - \theta) + \left( \exp(X'_{i}(\theta_0 - \theta)) - 1 \right) = \exp(X'_{i}(\theta_0 - \theta)) - 1 - X'_{i}(\theta_0 - \theta) \]
\[ = \frac{1}{2} \exp(\xi X'_{i}(\theta_0 - \theta)) (X'_{i}(\theta_0 - \theta))^2 \]
\[ = \frac{1}{2} \exp(\xi X'_{i}(\theta_0 - \theta)) (\theta_0 - \theta)' X_i X_i' (\theta_0 - \theta) \]
\[ \geq \frac{1}{2} \exp(-C_0) (\theta_0 - \theta)' X_i X_i' (\theta_0 - \theta) \]
for some \( C_0 > 0 \). Hence
\[ \chi_0 \geq \frac{\exp(-C_0)}{4T} \inf_{\theta \neq \theta_0} \frac{1}{\sqrt{T}} \left( \theta_0 - \theta \right)^T X_i X_i'(\theta_0 - \theta) dt \]
\[ \geq \lambda_{\min} \left( \int_0^T X_i X_i' dt \right), \]
so that \( P[\chi_0 \leq r^{-1}] \leq P[\lambda_{\min} \left( \int_0^T X_i X_i' dt \right) \leq r^{-1}] \leq \frac{C_L}{r^2} \) from Assumption 4.10. The proof is complete.
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